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We present a tensor product formulation for Hilbert space-filling curves. Both recursive and iterative formulas are expressed in the paper. We view a Hilbert space-filling curve as a permutation which maps two-dimensional $2^n \times 2^n$ data elements stored in the row major or column major order to the order of traversing a Hilbert curve. The tensor product formula of Hilbert space-filling curves uses several permutation operations: stride permutation, radix-2 Gray permutation, transposition, and anti-diagonal transposition. The iterative tensor product formula can be manipulated to obtain the inverse Hilbert permutation. Also, the formulas are directly translated into computer programs which can be used in various applications including image processing, VLSI component layout, and R-tree indexing, etc.
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1. INTRODUCTION

In 1890, G. Peano presented a space-filling curve of traversing points on a two-dimensional $3^n \times 3^n$ square grid exactly once and without crossing the path [27]. In 1891, D. Hilbert also presented a way of traversing two-dimensional $2^n \times 2^n$ space-filling curves [9]. In that paper, the Hilbert space-filling curve is viewed as an ordering function of $2^n \times 2^n$ points in the one-dimensional space. The order can be used to arrange data elements in various applications such as image pixel allocation [1, 22, 23], VLSI component layout [26, 29], and R-tree indexing [6, 16, 17, 20, 21] to increase locality efficiency. If the data elements on a $2^n \times 2^n$ grid are initially arranged in the row (or column) major order, the ordering function of the Hilbert space-filling curve is exactly a permutation function performing data reallocation.

In this paper, we use the tensor product (Also known as Kronecker product) notation [7] to formulate the permutation function of the Hilbert space-filling curve. The tensor product notation has been used to design and implement block recursive algorithms such as...
as fast Fourier transform [12, 13], Strassen’s matrix multiplication [10, 19], and parallel prefix algorithms [5].

Tensor product formulas can be directly translated to computer programs. For different architecture characteristics, such as vector processors, parallel multiprocessors, and distributed-memory multiprocessors, tensor product formulas can be manipulated using appropriate algebraic theorems and then translated to high-performance programs [4, 8]. Tensor product formulas can also be used to specify data allocation and generate efficient programs for multi-level memory hierarchy including cache memory, local memory, and external memory [18].

The Hilbert space-filling curve is viewed as a permutation function of a $2 \times 2$ block recursive structure. We express the Hilbert permutation as an algebraic formula consisting of tensor product, direct sum, and matrix product operations and some specific permutations: stride permutation, radix-2 Gray permutation, transposition, and anti-diagonal transposition. These operations and permutations can be mapped to constructs of high-level programming languages. Hence, the Hilbert space-filling curve formula can be easily translated into a computer program. The program rearranges data elements of a two-dimensional matrix from the row (or column) major order to the Hilbert space-filling curve order. Furthermore, the inverse function of the Hilbert space-filling curve formula will rearrange the data elements of two-dimensional matrix from the Hilbert space-filling curve order to the row (or column) major order. This is important as employing the Hilbert permutation to compress and decompress image files.

The paper is organized as the following. Related works of the Hilbert space-filling curve are given in section 2. In section 3, we briefly explain the algebraic theory of tensor product and other related operations. Tensor product formulation of the Hilbert space-filling curve, both recursive form and iterative form, is derived in section 4. We explain the derivation of the recursive formula of the Hilbert permutation step by step. Also, we prove the correctness of the iterative formula. In addition, the iterative tensor product formula of the inverse permutation of the Hilbert space-filling curve is described in section 4. Program generation of the Hilbert space-filling curve from its tensor product formulas is explained in section 5. We generate the program manually, although it can be done mechanically [4, 25]. Concluding remarks and future works are given in section 6.

2. RELATED WORKS

Since D. Hilbert presented the Hilbert space-filling curve in 1891, there have been several research works about how to formally specify it using either an operational model or a functional model. Hilbert space-filling curve has been viewed as a one-to-one mapping function by Butz [2, 3]. He proposed an algorithm to compute the mapping function with bit operations. Jagadish had analyzed the clustering properties of Hilbert space-filling curve [11]. He showed that Hilbert space-filling curve achieves the best clustering, i.e., it is the best space-filling curve in minimizing the number of clusters. Moon et al. provided closed-form formulas of the number of clusters required by a given query region of an arbitrary shape for Hilbert space-filling curve [24]. Quinqueton and Berthod proposed an algorithm for computing all addresses of scanning path by recursive procedure [28]. Kamata et al. proposed a nonrecursive algorithm for $N$-dimensional Hilbert
space-filling curve using look-up tables [14, 15]. A mathematical history of the Hilbert space-filling curves was presented by Sagan [30].

### 3. OVERVIEW OF TENSOR PRODUCT OPERATIONS

In this session, we give an overview of the algebraic operations and some of their properties used in formulating the Hilbert space-filling curve. The operations explained include tensor product, direct sum, and stride permutation.

**Definition 1 (Tensor Product of Matrices)** Let $A$ and $B$ be two matrices of size $m \times n$ and $p \times q$, respectively. The tensor product of $A$ and $B$ is the block matrix obtained by replacing each element $a_{ij}$ by $a_{ij}B$, i.e., $A \otimes B$ is an $mp \times nq$ matrix defined as

$$
A \otimes B = \begin{bmatrix}
    a_{0,0}B_{p,q} & \cdots & a_{0,n-1}B_{p,q} \\
    \vdots & \ddots & \vdots \\
    a_{m-1,0}B_{p,q} & \cdots & a_{m-1,n-1}B_{p,q}
\end{bmatrix}
$$

For example, if

$$
A = \begin{bmatrix} 2 & 4 \\ 1 & 3 \end{bmatrix}, B = \begin{bmatrix} 3 & 1 \\ 2 & 4 \end{bmatrix}, \text{then } A \otimes B = \begin{bmatrix} 6 & 2 & 12 & 4 & 18 & 6 \\ 4 & 8 & 8 & 16 & 12 & 24 \end{bmatrix}.
$$

Let $F^m$ be the vector space of $m$-tuples over the field $F$ and let $F^{mn}$ be the vector space of $m \times n$ matrices. The collection of elements $\lbrace e_i^m \mid 0 \leq i < m \rbrace$, where $e_i^m$ is the vector with a one at the $i$th position and zeros elsewhere, form the standard basis for $F^m$.

**Definition 2 (Tensor Basis)** Let $F^n$ be the vector space of $n$-tuples over the field $F$, a collection of elements $\lbrace e_i^n \otimes e_j^n \otimes \cdots \otimes e_k^n \mid 0 \leq i_1 < n_1, 0 \leq i_2 < n_2, \ldots, 0 \leq i_k < n_k \rbrace$ is a tensor basis of $F^n \otimes F^n \otimes \cdots \otimes F^n$.

Tensor basis can be linearized (or factorized) as below:

$$
e_i^m \otimes e_j^n = e_i^{mn}_{i+j}
$$

$$
e_{i_1}^n \otimes e_{i_2}^n \otimes \cdots \otimes e_{i_k}^n = e_{i_1 n_1 \cdots n_k}^{i_1 \cdots i_k}.
$$

**Definition 3 (Direct Sum)** Let $A$ and $B$ be two matrices $m \times n$ and $p \times q$, respectively. The direct sum of $A$ and $B$ is an $(m + p) \times (n + q)$ matrix defined as

$$
A \oplus B = \begin{bmatrix} A \\ B \end{bmatrix}.
$$

For example, if

$$
A = \begin{bmatrix} 1 & 3 \\ 5 & 6 \end{bmatrix}, B = \begin{bmatrix} 4 \\ 8 \end{bmatrix}, \text{then } A \oplus B = \begin{bmatrix} 1 & 3 & 0 & 0 \\ 5 & 6 & 0 & 2 \\ 4 & 0 & 0 & 6 \end{bmatrix}.
$$
If \( B \) is a \( p \times q \) matrix, \( I_n \otimes B \) is the direct sum of \( n \) copies of \( B \), where \( I_n \) is the \( n \times n \) identity matrix.

\[
I_n \otimes B = \bigoplus_{k=0}^{n-1} B = \begin{bmatrix} B \quad & \cdots \quad & B \end{bmatrix}.
\]

**Definition 4 (Stride Permutation)** A stride permutation \( L_{mn}^n(\epsilon'_m \otimes \epsilon'_n) \) is defined by \( L_{mn}^n(\epsilon'_m \otimes \epsilon'_n) = \epsilon'_m \otimes \epsilon'_n \). \( L_{mn}^n(\epsilon'_m \otimes \epsilon'_n) \) is referred to as the stride permutation which permutes the tensor product of two vector bases. If an \( m \times n \) matrix is stored in the column major order, its basis is isomorphic to \( \epsilon'_m \otimes \epsilon'_n \). Stride permutation is exactly the transposition operation transforming the matrix from the column major ordering allocation to the row major ordering.

The followings are some properties of tensor products, direct sums, and stride permutations used in this paper. Note that, \( I_n \) is the \( n \times n \) identity matrix, \( A_i \) is in the order from the left-hand-side to the right-hand-side as \( A_{n+1} A_{n+2} \ldots A_1 A_2 \), and all matrix products \( A_i B_j \) are legally defined.

1. \( A \otimes B \otimes C = (A \otimes B) \otimes C = A \otimes (B \otimes C) \) (associative rule)
2. \( (A_1 \otimes A_2 \otimes \ldots \otimes A_k)(B_1 \otimes B_2 \otimes \ldots \otimes B_l) = (A_1 B_1 \otimes A_2 B_2 \otimes \ldots \otimes A_k B_l) \) (multiplicative rule)
3. \( (A_1 \otimes B_1)(A_2 \otimes B_2) \ldots (A_k \otimes B_k) = (A_1 A_2 \ldots A_k) \otimes (B_1 B_2 \ldots B_k) \) (multiplicative rule)
4. \( (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \) (inverse operation)
5. \( \prod_{i=0}^{m-1} (I_n \otimes A_i) = I_n \otimes \left( \prod_{i=0}^{m-1} A_i \right) \) (distributive rule)
6. \( \prod_{i=0}^{m-1} (A_i \otimes I_n) = \left( \prod_{i=0}^{m-1} A_i \right) \otimes I_n \) (distributive rule)
7. \( (L_{mn}^n)^{-1} = L_{nm}^m \) (inverse stride permutation)
8. \( L_{mn}^n L_{mn}^n = L_{nm}^m L_{nm}^m \) (factorization/combination of stride permutations)
9. \( L_{mn}^n = (L_{mn}^n \otimes I_n)(I_n \otimes L_{mn}^n) \) (leftward stepwise permutation)
10. \( L_{mn}^n = (I_n \otimes L_{mn}^n)(L_{mn}^n \otimes I_n) \) (rightward stepwise permutation)

We omit the proofs of Properties 1 to 7. Property 8 either factors or combines stride permutations depending on how the property is applied. Its proof is shown by applying the stride permutations on each side to the same tensor basis, \( L_{mn}^n L_{mn}^n (\epsilon'_m \otimes \epsilon'_n \otimes \epsilon'_i) = L_{mn}^n (\epsilon'_m \otimes \epsilon'_n \otimes \epsilon'_i) \). Properties 9 and 10 allow a permutation to be carried out stepwisely. Property 9 moves the right-most term \( \epsilon'_i \) to the left-hand-side: \( (L_{mn}^n \otimes I_n)(I_n \otimes L_{mn}^n)(\epsilon'_m \otimes \epsilon'_n \otimes \epsilon'_i) = (L_{mn}^n \otimes I_n)(\epsilon'_m \otimes \epsilon'_n \otimes \epsilon'_i) = \epsilon'_m \otimes \epsilon'_n \otimes \epsilon'_i = L_{mn}^n (\epsilon'_m \otimes \epsilon'_n \otimes \epsilon'_i) \). Similarly, Property 10 moves the left-most term to the right-hand-side.
4. TENSOR PRODUCT FORMULATION FOR HILBERT SPACE-FILLING CURVES

The Hilbert space-filling curve visits all points on a continuous plane if we iterate the curve formation algorithm to the infinite. For the finite cases, the Hilbert space-filling curve is a curve on a $2^n \times 2^n$ grid and visits consecutive neighboring points without crossing the curve. Typically, a $2^n \times 2^n$ Hilbert space-filling curve is recursively constructed from $2^{n-1} \times 2^{n-1}$ Hilbert space-filling curves. For example, a $2 \times 2$, $H_1$, and a $4 \times 4$, $H_2$, Hilbert space-filling curve are shown in Fig. 1. $H_2$ is a curve connecting four copies of $H_1$ in different orientations.

Suppose the points of a grid represent some data on a plane such as image pixels, VLSI components, or geometric information, etc. The collection of data elements must be stored in computer memory according to a given order, usually, the column major or the row major order. These location orders are natural, but they are lack of locality efficiency. If the two-dimensional data elements are stored in the Hilbert space-filling curve order, it may improve locality access and spatial structure. In this paper, we will revisit the Hilbert space-filling curve ordering problem to rearrange computer data in the column major or row major order into the Hilbert space-filling curve order. The reordering algorithm will be expressed in the tensor product notation.

4.1 Recursive Tensor Product Formulation

Suppose the points of a $2^n \times 2^n$ grid are initially stored in the column major order. For instance, the initial allocation of $8 \times 8$ points is stored in a linear order as indexed in Fig. 2 (a). The construction of the $2^n \times 2^n$ Hilbert space-filling curve is carried out in the following four steps:

**Step 1:** Reallocate the initial column major ordering data to $2 \times 2$ blocks with each block of $2^{n-1} \times 2^{n-1}$ points. Both the blocks and the points in each block are stored in the column major order. The result of block reallocation for the $8 \times 8$ grid is shown in Fig. 2 (b).

**Step 2:** Permute the blocks using $2 \times 2$ Gray permutation. This permutation reorders index sequence $(0, 1, 2, 3)$ to $(0, 1, 3, 2)$ so that the Hamming distance of two adjacent indices is 1. The result of permuting the $2 \times 2$ blocks is shown in Fig. 2 (c). Note that, after Gray permutation, the $2 \times 2$ blocks are in the Hilbert space-filling curve order.

**Step 3:** For each block, rotate and reflect the block elements according to a given orien-
As shown in Fig. 1, only the upper-left and the upper-right blocks in $H_2$ change their orientation. The lower-left and the low-right blocks have the same orientation as $H_1$. The upper-left block is rotated 90 degrees counterclockwise along the center of the block and mirror reflected by the horizontal line through the center of the block. The upper-right block is rotated 90 degrees clockwise along the center of the block and mirror reflected by the horizontal line through the center of the block. Mathematically, rotation and reflection applying to the upper-left and upper-right blocks is exactly the transposition operation and anti-diagonal transposition operation, respectively. We show the result after rotation and reflection of the upper-left and upper-right $4 \times 4$ blocks in Fig. 2 (d).

**Step 4:** Finally, recursively apply $4 \times 4$ Hilbert space-filling curve permutation to each of the four blocks. The recursive permutation is applied to the points in each of the $4 \times 4$ blocks indexed in a linear order resulting from the previous steps. In addition, the base case of the recursion is the $2 \times 2$ Hilbert space-filling curve $H_1$ in Fig. 1. The final index order of $8 \times 8$ Hilbert space-filling curve is shown in Fig. 2 (e).

![Fig. 2. Construction of $8 \times 8$ Hilbert space-filling curves.](image-url)
Fig. 2 (f) presents the $8 \times 8$ Hilbert space-filling curve by connecting the points following the sequence of indices in Fig. 2 (e).

We will explain the recursive tensor product formulation of the Hilbert space-filling curve following the steps in the above example. Initially, we assume the points (data) on a two-dimensional $2^n \times 2^n$ grid are stored in the column major order. That is, the index of point $(i, j)$, $0 \leq i, j < 2^n$, is described by tensor basis $e^x_i \otimes e^y_j$.

1. The block reallocation is defined as $B_n = I_2 \otimes L_2^n \otimes I_{2^n-1}$. Applying $B_n$ to the initial column major ordering tensor basis, we obtain the following basis:

$$(I_2 \otimes L_2^n \otimes I_{2^n-1})(e^x_i \otimes e^y_j) = (I_2 \otimes L_2^n \otimes I_{2^n-1})(e^x_i \otimes e^{2^n-1}_i \otimes e^y_j \otimes e^{2^n-1}_j)$$

$$= e^x_i \otimes e^y_j \otimes e^{2^n-1}_i \otimes e^{2^n-1}_j,$$

where $i = i_0 2^n + i_1$ and $j = j_0 2^n + j_1$.

2. The Gray permutation for $2 \times 2$ grid is the mapping of $(0, 1, 2, 3)$ to $(0, 1, 3, 2)$. We define this permutation as $G_2 = I_2 \oplus J_2$, where

$$J_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \text{ and then } G_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}.$$

The Gray permutation of blocks is specified as $G_n = G_2 \otimes I_{2^{2n-1}}$. Applying $G_n$ to the resulting tensor basis of $B_n$, we obtain:

$$(G_n \otimes I_{2^{2n-1}})(e^x_i \otimes e^y_j \otimes e^{2^n-1}_i \otimes e^{2^n-1}_j) = e^x_i \otimes e^y_j \otimes e^{2^n-1}_i \otimes e^{2^n-1}_j,$$

where $(i_0, j_0)$ is mapped to $(i'_0, j'_0)$ in the following way: $(0, 0) \rightarrow (0, 0), (0, 1) \rightarrow (0, 1), (1, 0) \rightarrow (1, 1), \text{ and } (1, 1) \rightarrow (1, 0)$.

3. We use $T_{n-1}$ and $\overline{T}_{n-1}$ to denote transposition and anti-diagonal transposition operation of $2^{n-1} \times 2^{n-1}$ blocks, respectively. The rotation and reflection operation is expressed as $R_n = T_{n-1} \otimes I_{2^{2n-1}} \otimes I_{2^{2n-1}} \oplus \overline{T}_{n-1}$. The effect of $T_{n-1}$ and $\overline{T}_{n-1}$ on tensor basis $e^x_i \otimes e^y_j$ is below:

$$T_{n-1}(e^x_i \otimes e^y_j) = e^{2^n-1}_i \otimes e^x_i,$$

$$\overline{T}_{n-1}(e^x_i \otimes e^y_j) = e^{2^n-1}_j \otimes e^{2^n-1}_i.$$  

Note that, the transposition operation $T_{n-1}$ is exactly the stride permutation $L_{2^{2n-1}}$.

4. Finally, the recursive application of Hilbert space-filling curve permutation to the four resulting blocks is expressed as $I_4 \otimes H_{n-1}$. 


We summarize the recursive tensor product formula of Hilbert space-filling curve permutation of $2^n \times 2^n$ grid below:

**Definition 5 (Recursive Tensor Product Formula)**

$$H_1 = G_1,$$

$$n > 1: H_n = (I_n \otimes H_{n-1}) R_{n} G_{n} B_{n}$$

$$= (I_n \otimes H_{n-1}) (T_{n-1} \otimes I_{2^{2n-1}} \otimes I_{2^{2n-1}} \otimes \overline{T}_{n-1})(G_{2} \otimes I_{2^{2n-1}})(I_{2} \otimes L_{2}^{2n-1} \otimes I_{2^{2n-1}}).$$

If vector $X$ of size $4^n$ is a data collection, such as image pixels, stored in the column major order, then $Y = H_n X$ is the same data collection stored in the Hilbert space-filling curve order.

### 4.2 Iterative Tensor Product Formulation

The recursive tensor product formula of the Hilbert space-filling curve permutation can be expanded repeatedly to derive the iterative tensor product formula as in Theorem 1. We will prove the theorem using mathematical induction.

**Theorem 1 (Iterative Tensor Product Formula)** For $n \geq 1$,

$$H_n = \prod_{i=0}^{n-1} I_{i} \otimes [(T_{i} \otimes I_{2^{2i-1}} \otimes I_{2^{2i-1}} \otimes \overline{T}_{i}) (G_{2} \otimes I_{2^{2i-1}}) (I_{2} \otimes L_{2}^{2i-1} \otimes I_{2^{2i-1}})],$$

where $T_{i}$ is the transposition operation $L_{2i-1}^{2n-1}$ and $\overline{T}_{i}$ is the anti-diagonal transposition operation of $2^{i-1} \times 2^{i-1}$ matrix.

**Proof:** Base case:

$$H_1 = \prod_{i=0}^{0} I_{i} \otimes [(T_{i} \otimes I_{2^{2i-1}} \otimes I_{2^{2i-1}} \otimes \overline{T}_{i}) (G_{2} \otimes I_{2^{2i-1}}) (I_{2} \otimes L_{2}^{2i-1} \otimes I_{2^{2i-1}})]$$

$$= I_{1} \otimes [(T_{1} \otimes I_{2} \otimes I_{2} \otimes \overline{T}_{1}) (G_{2} \otimes I_{2}) (I_{2} \otimes L_{2} \otimes I_{2})] = G_{2}.$$  

Induction step:

For $k \geq 1$, assume the following induction hypothesis holds

$$H_{k} = \prod_{i=0}^{k-1} I_{i} \otimes [(T_{i} \otimes I_{2^{2i-1}} \otimes I_{2^{2i-1}} \otimes \overline{T}_{i}) (G_{2} \otimes I_{2^{2i-1}}) (I_{2} \otimes L_{2}^{2i-1} \otimes I_{2^{2i-1}})].$$

We obtain the following result:

$$H_{k+1} = (I_{k} \otimes H_{(k+1)-1}) (T_{(k+1)-1} \otimes I_{2^{2(k+1)-1}} \otimes I_{2^{2(k+1)-1}} \otimes \overline{T}_{(k+1)-1})(G_{2} \otimes I_{2^{2(k+1)-1}})(I_{2} \otimes L_{2}^{2(k+1)-1} \otimes I_{2^{2(k+1)-1}})$$

$$= [I_{k} \otimes \prod_{i=0}^{k-1} I_{i} \otimes [(T_{i} \otimes I_{2^{2i-1}} \otimes I_{2^{2i-1}} \otimes \overline{T}_{i}) (G_{2} \otimes I_{2^{2i-1}}) (I_{2} \otimes L_{2}^{2i-1} \otimes I_{2^{2i-1}})]]$$

$$= \prod_{i=0}^{k} I_{i} \otimes [(T_{k+1-i} \otimes I_{2^{2k+1-2i}} \otimes I_{2^{2k+1-2i}} \otimes \overline{T}_{k+1-i})(G_{2} \otimes I_{2^{2k+1-2i}})(I_{2} \otimes L_{2}^{2k+1-2i} \otimes I_{2^{2k+1-2i}})].$$
The recursive and iterative tensor product formulas can be directly translated into high-level programming language programs. We will explain program generation in section 5.

4.3 Inverse Hilbert Space-Filling Curve Permutation

Hilbert space-filling curve permutation can be applied in various problem domains such as image processing. In image processing, it is important to perform both compression and decompression operations. Hence, inverse Hilbert space-filling curve permutation is needed in the decompression operation.

Given the iterative tensor product formula \( H_n \) as in Theorem 1, we obtain the inverse Hilbert space-filling curve permutation as the theorem below.

**Theorem 2 (Inverse Tensor Product Formula)** For \( n \geq 1 \),

\[
H^{-1}_n = \prod_{i=0}^{n-1} [I_{2^n-1} \otimes (I_{2^n-2} \otimes I_{2^n-2}) (G_2 \otimes I_{2^n-2}) (T_n \otimes I_{2^n-2} \otimes I_{2^n-2}) (L_{2^n-2})].
\]

**Proof:**

\[
H^{-1}_n = \prod_{i=0}^{n-1} I_{2^n-1} \otimes (I_{2^n-2} \otimes I_{2^n-2}) (G_2 \otimes I_{2^n-2}) (T_n \otimes I_{2^n-2} \otimes I_{2^n-2}) (L_{2^n-2})^{-1}.
\]

Both the recursive and iterative tensor product formulas can be used to generate programs for Hilbert space-filling curves. We use the syntax of C language to illustrate the generated programs and assume the data elements are of type int, though it can be any of other types.
5.1 Recursive Program

We specify the interface of the recursive function for the tensor product formula as void hilbert(int n, int *a), where \( n \) is the parameter denoting the problem size \( 2^n \times 2^n \) and \( a \) is a pointer pointing to the starting address of the input array of \( 2^n \times 2^n \) elements. When the function returns, the result is stored in the array pointed by \( a \). The recursive program is as below:

```c
void hilbert (int n, int *a) {
    int i1, j1, i;
    int b[(int) pow(4, n)];
    int tmp;
    if (n == 1) {
        tmp = a[2];
        a[2] = a[3];
    } else {
        for (i1 = 0; i1 < (int) pow(2, n - 1); i1++) {
            // i0 = 0, j0 = 0
            b[j1 * (int) (pow(2, n - 1)) + i1] = a[i1 * (int) (pow(2, n)) + j1];
            // i0 = 0, j0 = 1
            b[j1 * (int) (pow(2, n - 1)) + j1 + (int) pow(4, n - 1)] = a[i1 * (int) (pow(2, n)) + j1 + (int) pow(2, n - 1)];
        }
        for (i = 0; i < (int) pow(4, n); i++) a[i] = b[i];
        hilbert (n - 1, &a[0]);
        hilbert (n - 1, &a[(int) pow(4, n - 1)]);
        hilbert (n - 1, &a[2 * (int) pow(4, n - 1)]);
        hilbert (n - 1, &a[3 * (int) pow(4, n - 1)]);
    }
}
```

Lines 6 to 8 are corresponding to the base case \( H_1 \) which accepts an array of four elements and performs \( G_2 \) permutation swapping the third and the fourth elements. The tensor basis \( e_i^a \otimes e_j^b \) of the input data for the recursive formula \( H_n \) is factorized to \( e_i^a \otimes e_j^b \otimes e_{i,r}^c \otimes e_{j,r}^c \). The for loops in lines 10 and 11 are corresponding to \( e_i^a \otimes e_j^b \otimes e_{i,r}^c \) and \( e_{i,r}^c \otimes e_{j,r}^c \). The bases \( e_i^a \) and \( e_j^b \) are implemented as four cases \((0, 0), (0, 1), (1, 0), and (1, 1)\) in lines
12, 13, 14, and 15, respectively. In line 16, the intermediate result in array b is copied to array a. Finally, \( I_n \otimes H_{n-1} \) is translated into the four recursive calls to hilbert in lines 17 to 20.

### 5.2 Iterative Program

Similarly to the recursive program, we specify the interface of the recursive function for the tensor product formula as void hilbert(int n, int *a), where \( n \) is the parameter denoting the problem size \( 2^n \times 2^n \) and \( a \) is a pointer pointing to the starting address of the input array of \( 2^n \times 2^n \) elements. When the function returns, the result is stored in the array pointed by \( a \). The iterative program is as below:

```c
01 void hilbert (int n, int *a) {
02     int i, k, i1, j1;
03     int b[(int) pow (4,n)];
04     for (i = 0; i < n; i++) {
05         for (k = 0; k < (int) pow (4, i); k++) {
06             for (i1 = 0; i1 < (int) pow (2, n-i-1); i1++) {
07                 b[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i-1)) + j1] =
08                     a[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i)) + j1];
09                 // i0 = 0, j0 = 0
10                 b[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i-1)) + j1 +
11                     (int) pow (4, n-i-1)] =
12                     a[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i)) + j1 +
13                     (int) pow (2, 2 * (n-i-1));
14                 // i0 = 1, j0 = 0
15                 b[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i-1)) +
16                     (int) pow (2, n-i-1) - 1 + j1] * (int) (pow (2, n-i-1)) +
17                     a[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i)) + j1 +
18                     (int) pow (2, 2 * (n-i-1))];
19                 // i0 = 1, j0 = 1
20                 b[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i-1)) +
21                     2 * (int) pow (4, n-i-1)] =
22                     a[ k * (int) pow (4, n-i) + i1 * (int) (pow (2, n-i)) + j1 +
23                     (int) pow (2, 2 * (n-i-1)) + (int) pow (2, 2 * (n-i-1));
24             }
25         }
26     for (k = 0; k < (int) pow (4, k); k++) a[k] = b[k];
27 }
```

The for loop in line 4 is the iteration corresponding to matrix product \( \prod_{i=1}^{n} \) in the iterative formula. The tensor basis \( e_i^{x} \otimes e_j^{y} \) of the input data for the iterative formula is factorized to \( e_i^{x} \otimes e_i^{y} \otimes e_i^{x+y} \otimes e_i^{y} \otimes e_i^{y+x} \). The for loops in lines 5, 6, and 7 are cor-
responding to $e^{2t}_1$, $e^{2t+1}_1$, and $e^{2t+2}_1$. The bases $e^{2t}_0$, $e^{2t+1}_0$, and $e^{2t+2}_0$ are implemented as four cases (0, 0), (0, 1), (1, 0), and (1, 1) in lines 8, 9, 10, and 11, respectively. In line 12, the intermediate result in array $b$ is copied to array $a$.

6. CONCLUSIONS

We use a tensor product based algebraic theory to model the Hilbert space-filling curves. The Hilbert space-filling curve permutation algorithm is expressed in both recursive and iterative tensor product formulas. In addition, the iterative tensor product formula for the inverse Hilbert space-filling curve permutation is derived. These formulas are used to generate recursive and iterative programs of C programming language. The complexity of the generated program is $O(2^{2n})$ for the space of $2^n \times 2^n$ points. Hence, each point in the Hilbert space-filling curve takes the time complexity $n$ to convert its index. The iterative program can be optimized for vector operation, parallel operation, and distributed-memory computation, since all loops, except the outer most one, are independent operations.

The tensor product theory is also suitable for expressing other space-filling curves such as two-dimensional Peano, Moore, and Wunderlich space-filling curves and three-dimensional Hilbert space-filling curves. These tensor product formulas of space-filling curves consist of block recursive permutation, radix-2 and radix-3 Gray permutations for two digits and three digits, and permutations that transform the coordinate system. We will develop tensor product formulas of these space-filling curves in the future.

Space-filling curves are used in various applications such as image compression, VLSI component layout, and R-tree indexing. For the example of image compression, data collection can be rearranged according to 2D or 3D space-filling curve permutations to enhance locality relationship and improve compression ratio. Furthermore, the inverse space-filling curve permutations can be used in image decompression. In future work, we will investigate the application of space-filling curves to various problem domains.
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