VBLM: High-Accuracy Localization Method with Verification Mechanism for Unstable-Signal Sensor Networks
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Wireless sensor networks have received a lot of attention in recent years due to their wide spectrum of applications. Localization a technique used in ubiquitous sensor networks. Most localization techniques apply RSSI-based ranging techniques to compute the location of the object in a wireless sensor network. However, a wireless sensor network is a fading-signal environment that has noise, which causes RSSI to become unstable and leads to abrupt distance estimates. In this paper, we propose the Verification-Based Localization Method (VBLM) to alleviate the effect of unstable signals to provide high-accuracy location estimates in wireless sensor environments. VBLM filters noisy signals in the localization process. The sensor node uses a neighboring beacon to help verify the quality of received signal under acceptable communication cost. Noisy signals can thus be removed to decrease localization error. A set of experiments was conducted in an outdoor environment. The experimental results show that VBLM reduces the localization error in unstable signal sensor networks better than is possible with other localization methods.
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1. INTRODUCTION

Recent advances in wireless sensor networks have led to increased development in wireless sensor applications. In real-world wireless sensor applications, e.g. smart-home applications, the localization component used to obtain the geographical locations of sensor nodes plays an important role in supporting location-based services [1-3]. For instance, a remote home-care system asks sensor nodes for the geographical locations of children to obtain their status. If the sensors detect a child near a warning area, e.g. stairs, the remote home-care system notifies the user.

Among proposed technologies [4], the RSSI-based localization technique (RSSI stands for received signal strength indication) is the most applicable to wireless sensors due to the low deployment cost. RSSI-based methods use a transmission antenna for localization, and thus do not require any additional expensive hardware.

Although the RSSI-based localization techniques are suitable for many wireless
sensor applications, unstable radio signals make localization difficult [5, 6]. More specifically, when the antenna transmits network packets, the radio signal frequently becomes unstable [7]. The radio strength of packets becomes an outlier in the statistics data; the packets look like noise in the signal processing [8]. Using such packets in the localization process reduces accuracy. For example, the interference caused by furniture or moving people or pets leads to unstable radio signals in a smart-home environment. Therefore, the RSSI localization technique needs to consider these unstable signals when it is applied to smart-home environments.

Many small-area localization methods for sensor networks have been proposed [4, 5, 9, 10]. However, the proposed RSSI-based localization methods do not consider the effect of unstable signals on distance measurements. These methods directly use the collected signals for localization, which increases the localization error in real-world applications. In this paper, we propose the Verification-Based Localization Method (VBLM) to alleviate the effect of unstable signals to provide a high-accuracy location estimate in wireless sensor environments.

Assume that the unknown node is the node that requests localization, and that a beacon node is the node that knows its own position and translates a signal strength value (i.e., RSSI) into distance. In traditional methods, the distance between the unknown node and a beacon node is estimated only through the cooperation between the two nodes themselves. Hence, it is difficult to determine whether a received signal is noise because the reliability of the received signal cannot be proved. In the proposed verification mechanism, the unknown node uses another neighboring beacon to help verify the quality of the received signal. This idea is based on a fact that the effect of environmental interference is regional, as shown in [11]. The region affected by the noise is called the shadow zone in the literature [11]. A sensor node that resides in the shadow zone causes the RF signal to substantial deviate from its mean. Based on the results in [11], verifying the quality of signals using nearby beacons is reasonable. To the best of our knowledge, no existing methods are based on the collaboration of beacons.

In VBLM, once the beacon node receives the request message from an unknown node, it broadcasts a ranging message so that the unknown node and another beacon node can simultaneously detect the message. Since the beacons have prior knowledge about their own locations, the beacon broadcasting the ranging message can verify the reliability of the broadcast signal by comparing the measured distance from another beacon. If the broadcast signal is reliable, the beacon broadcasting the ranging message calculates the distance between the unknown node and the beacon, and then returns the measured distance to the unknown node. Otherwise, the beacon informs the unknown node to retry the ranging process. Using this verification mechanism, VBLM can filter most unstable signals; it delivers the reliable signals to the location calculation component. Although the verification mechanism produces more communication between nodes, the communication cost for VBLM is acceptable. A set of real-world experiments was conducted in an outdoor environment to show the performance of the proposed method. A reduction of the error of distance estimates and location estimates shows that VBLM is reliable in unstable-signal sensor networks. The results show that the accuracy provided by VBLM is higher than those of other localization methods.

The rest of this paper is organized as follows. Section 2 describes related work on localization technologies. The system environment is described in section 3. The pro-
posed localization algorithm is proposed in section 4. Sections 5 and 6 contain the experiment results and conclusion, respectively.

2. RELATED WORK

This section describes current localization techniques in wireless sensor networks. The localization methods can be divided into two classes: range-based schemes and range-free schemes. The classification of localization methods is shown in Fig. 1. The range-based schemes focus on sensor nodes that have the ability to measure the distance or angle for 1-hop neighboring nodes. Range-based schemes include RSSI [5, 9, 10], TOA [12, 13], and TDOA [14, 15]. Range-free schemes focus on sensor nodes that infer the distance between nodes using the transmission information in the sensor network, such as hop-count messages [16]. The most popular range-free scheme is DV-Hop [16].

Fig. 1. Classification of localization techniques in wireless sensor networks.

RSSI-based localization techniques [5, 9, 10] read the RF signal from a received packet, and use the information to estimate locations. The RF signal attenuates with increasing broadcast distance. Thus, sensors can read the RSSI from the RF signal sent by other sensor nodes, and estimate the distance to the transceiver node. RSSI-based techniques do not require any special hardware for ranging; the cost and energy consumption are thus low. However, the RF signal is easily interfered with by the noise in the wireless environment, making the corresponding RSSI values unstable. Consequently, sensors could generate a large error from RSSI values. Some methods [7] proposed for cleaning sensor readings are based on temporal statistics; however, localization techniques need the signals to be received at the same timestamp. In this paper, we focus on the properties of localization techniques, and propose an efficient localization method that considers noisy signals.

Time of arrival (TOA) techniques [12, 13] used the time that it takes for a packet to travel from the transceiver to the receiver to estimate distance. TOA techniques require sensors to be well synchronized in order to obtain accurate distance estimates. However, due to energy consumption, computational power, and environment limitations, the synchronization of all sensors is extremely difficult in wireless sensor networks. Time difference of arrival (TDOA) based techniques [14, 15] remove some of the inconveniences of TOA. TDOA simultaneously sends a radio signal and an ultrasound pulse to the receiver. Based on the difference between the traveling speed of the two types of message, the receiver can estimate the distance by observing the time difference of the message arrival.

Range-free DV-Hop [16] estimates distance based on inference, instead of measur-
ing it directly. DV-Hop evaluates the distance between two nodes by multiplying the number of hops by the average distance of a hop. Thus, the distance of two nodes is inferred from the geometric relationships in the topology of the sensor network. Although DV-Hop does not require special hardware for ranging, the distance estimate is less accurate compared to range-based techniques. The ranging error can be quite large when the sensor nodes are not uniformly distributed in the sensor network.

3. ENVIRONMENT

The wireless sensor network comprises sensors nodes. These nodes are either beacon nodes or unknown nodes, as shown in Fig. 2. Beacon nodes know their own absolute location in the sensor network. Since the absolute locations of the beacons are known, the absolute distance can be deduced by processing pre-measured positions (Euclidean \(B_1, B_2\) in the figure). Unknown nodes need to request their current locations (\(U\) in the figure). In many smart-home application scenarios, the unknown nodes represent the moving objects in the sensor network [17].

In general, a sensor node has four major components: the sensing unit, the processing unit, the communication unit, and the power unit [18]. The present paper focuses on the communication unit and the processing unit in the localization process. The communication unit is equipped with an antenna and is used to send or receive RF messages. The communication component also has an analog-to-digital converter (ADC) to recognize the RSSI of a received message. Common chipsets for the up-to-date sensors include ChipCon CC1000 and ChipCon CC2420 [19]. The communication component can operate on over 30 transmission power levels and multiple transmission frequencies. The settings of the communication component affect the transmission range and quality.

The processing unit comprises a processor and a memory unit so that a sensor node can run certain designated tasks, such as noise verification and location calculation. The training data for the RSSI to distance calculations are stored in the memory of the wireless sensor. When the RSSI of a message is received, the processor can match the RSSI to all possible distances.
4. VERIFICATION-BASED LOCALIZATION METHOD (VBLM)

In this section, we present the Verification-Based Localization Method (VBLM), which adopts a threshold-based error control approach to determine erratic RSSI values. The basic idea of VBLM is that the sensor node uses another neighboring beacon to help verify the quality of the received signal. Noisy signals can thus be removed to avoid increasing the error in localization. Fig. 3 shows the idea behind VBLM. Assume that $B_1$ and $B_2$ are the beacon nodes and $U$ is the unknown node. In this case, we also assume that $B_1$ is selected as the ranging node. Initially, $B_1$ broadcasts the ranging-request message to the neighbor beacon node $B_2$ and the unknown node $U$, and collects the RSSI values that $U$ and $B_2$ read from the ranging request message (say, $-62$dBm and $-60$dBm in this example, respectively). Next, the distance between $B_1$ and $B_2$, $\text{Estimate}(B_1, B_2)$, is evaluated by comparing the RSSI values to the entries in the signal-matching table, obtaining 100cm ($\text{RSSI}(-62\text{dBm}) = 100\text{cm}$). Since the estimated distance $\text{Estimate}(B_1, B_2)$ equals the reference distance between $B_1$ and $B_2$, $\text{Euclidean}(B_1, B_2)$, that is computed from the pre-trained beacon positions, we treat the signal of the ranging-request message as reliable. Notice that the distance error is set to 0cm in this example for simplicity. Since the signal is reliable, $B_1$ continues to evaluate distance $\text{Estimate}(B_1, U)$ by looking up the signal-matching table, obtaining 80cm ($\text{RSSI}(-62\text{dBm}) = 100\text{cm}$). Finally, $B_1$ reports $\text{Estimate}(B_1, U) = 80\text{cm}$ to $U$.

![Fig. 3. Illustration of the basic idea of VBLM.](image)

The flow diagram of VBLM consists of three stages, as shown in Fig. 4. In the first stage, the signal matching model is used to build a signal-matching table, as shown on the left side of the figure, for each beacon. A beacon equipped with the signal-matching table can translate RSSI values into distance estimates. The second stage is the Verification-Based Ranging Algorithm (VBRA), which handles the ranging task. VBRA is the most...
critical component in our proposed method. The main objective of VBRA is to verify whether the distance estimates are reliable. If the verification result is reliable (that is, $\varepsilon < \delta$ in the figure, where $\varepsilon$ is the distance error and $\delta$ is the pre-defined error threshold), then the ranging result is sent back to the unknown node. Otherwise (that is, $\varepsilon > \delta$), the ranging result is discarded and VBRA is re-executed. After obtaining the verified ranging results, the third stage, location calculation, is used to estimate the location from the verified distance estimates. When nodes receive a distance from at least three beacons, the location can be estimated. The details of the three stages are presented in the following three subsections.

### 4.1 Signal-Matching Table

The signal-matching table is designed to match possible distances for a given RSSI. The table records the mapping between RSSI and the distance. We adopt the signal-matching model to design the signal-matching table because the proposed RF attenuation model [20] cannot adequately represent the multi-path effect in real-world applications. In this work, the signal-matching table is called the signal-to-distance table, which is used to keep track of the distance units that correspond to each RSSI value. After constructing the signal-to-distance table, a beacon node can find the most probable distance estimate by running the ranging algorithm discussed in section 4.2.

In order to build the signal-to-distance table, RSSI values at various distances need to be collected and organized. The flow diagram of building the signal-to-distance table is illustrated in Fig. 5. The settings for the RSSI training process are initialized, including the training distance interval, length of distance, number of RSSI samples, and transmission power. After the settings are initialized, the RSSI training process starts to collect RSSI values at each distance interval. Then, the signal-to-distance table is built by organizing the fixed interval of RSSI values and the distance range from received messages in the RSSI training process.
Notice that the signal-to-distance table only shows a one-to-one mapping. In real-world cases, RSSI and distances in the table can have a one-to-many mapping. In this paper, we focus on filtering noisy signals to avoid using them in the location estimation. To achieve this goal, the proposed method needs to translate a received signal to a distance by looking up the signal-distance matching table, so that the proposed method can next identify noises in the distributed sensor network. Therefore, the signal-distance matching table is an auxiliary tool used in the proposed method. Interested readers may refer to related studies, such as [21], for more details about the signal-distance matching issue.

4.2 Verification-Based Ranging Algorithm (VBRA)

Fig. 6 shows the Verification-based Ranging Algorithm (VBRA). The algorithm includes three phases: (1) ranging node selection phase, (2) ranging phase, and (3) verification phase.

4.2.1 Phase 1: ranging node selection phase

In order to obtain a distance between the unknown node and a beacon, the unknown node selects a beacon node out of the neighboring beacon nodes that are one-hop distance from the unknown node. The condition of the selected ranging node is that the ranging node should have the greatest RSSI value because in many practical situations [5], the greatest RSSI value has the lowest probability of having noise.

The steps of this phase are shown as steps 1-3 in 0. In this phase, the unknown node broadcasts a ranging request message to the nearby beacon nodes. Next, the neighboring beacon nodes return their RSSI back to the unknown node. Then, the unknown node selects the beacon node with the largest RSSI to be the ranging node.

4.2.2 Phase 2: ranging phase

The ranging phase measures distances from the ranging node to the unknown node and other beacon nodes. The steps are shown as steps 4-6 in 0. The ranging node starts by broadcasting a ranging message to 1-hop neighboring nodes. Notice that the
Verification-based Ranging Algorithm

**Input:**
- $U$: denotes the sensor node $U$ that issues the ranging request; // i.e., unknown node.
- $\delta$: denotes the ranging result error threshold;

**Output:** $\text{dist}_m(B_n, U)$; // $\text{dist}_m(B_n, U)$ is the measured distance from $B_n$ to $U$.

// **Phase 1: Ranging-node selection phase**
Step 1: $U$ broadcasts a ranging request message to 1-hop neighbors;
Step 2: All neighbors detect RSSI from ranging request message, and return RSSI to $U$;
Step 3: $U$ selects the nearest beacon $B_n$ with the largest RSSI;

// **Phase 2: Ranging phase**
// $B_m$ is the closest beacon from $B_n$.
// $\text{dist}_m(B_n, B_m)$ is the measured distance from $B_n$ to $B_m$.
Step 4: $B_n$ broadcasts a ranging message to 1-hop neighboring nodes;
Step 5: After $U$ and $B_m$ detect $\text{RSSI}_U$ and $\text{RSSI}_{B_m}$ from ranging message, respectively, $U$ and $B_m$ return $\text{RSSI}_U$ and $\text{RSSI}_{B_m}$ to $B_n$;
Step 6: $B_n$ converts $\text{RSSI}_{B_m}$ to $\text{dist}_m(B_n, B_m)$;

// **Phase 3: Verification phase**
// $\text{dist}(B_n, B_m)$ is the actual distance between $B_n$ and $B_m$.
// $\delta$ is pre-defined error threshold.
Step 7: $B_n$ computes $\text{dist}(B_n, B_m)$;
Step 8: $\varepsilon = |\text{dist}_m(B_n, B_m) - \text{dist}(B_n, B_m)|$;
Step 9: if ($\varepsilon > \delta$) then
    goto step 1;
else
    $B_n$ converts $\text{RSSI}_U$ to $\text{dist}_m(B_n, U)$;
    return $\text{dist}_m(B_n, U)$;
end if

Fig. 6. Verification-Based Ranging Algorithm (VBRA).

neighboring nodes have to include the unknown node and beacon nodes. After receiving the ranging message, neighboring nodes returns the RSSI value of the received message to the ranging node. Subsequently, the ranging node converts the RSSI to distance estimates by looking up the signal-to-distance table.

4.2.3 Phase 3: verification phase

The verification phase determines whether the distance estimates generated in the ranging phase are reliable. The condition is the quality of the distance error from the ranging node to the beacon node. If the distance error between the absolute distance and the estimated distance is less than the pre-defined error threshold, the ranging result from the ranging node to the unknown node is reliable and can be used for the location calculation in the next stage.

This phase is shown as steps 7-9 in Fig. 6. In this phase, the ranging node starts by computing the absolute distance between beacons based on the pre-trained positions of beacons. The ranging node then computes the distance error $\varepsilon$ between the absolute and
estimated distances for the beacon node. If the error $\varepsilon$ is less than the error threshold $\delta$, the ranging node sends the distance estimate to the unknown node. Otherwise, VBRA discards the current distance estimate and goes to step 1 to re-execute the algorithm to obtain a new ranging result. The process is stopped when the condition $\varepsilon < \delta$ is met.

The parameter error threshold $\delta$ in the algorithm is pre-determined by the system administrator according to the actual environment. If the error threshold $\delta$ is too large, the verification mechanism cannot filter abrupt signals. In this case, VBRA degrades to the traditional ranging methods. On the other hand, if the error threshold $\delta$ is too small, VBRA frequently aborts the ranging result. In this case, the sensor network wastes a lot of additional computation and communication. Hence, setting the proper value of the error threshold $\delta$ is important for VBRA. Since the error threshold $\delta$ is sensitive to the physical environment, it is difficult to derive a general rule for setting it. Some practical studies [5] might help the system administrator increase his or her familiarity with the deployed environment.

The packet size used in VBRA communication is small. Fig. 7 shows the packet format for the unknown node and beacons. The packet consists of four attributes: Destination, RSSI, Source, and Location. The size of the packet is 11 bytes, which is much smaller than the default packet size (40 bytes) in the TinyOS system [22]. The Destination attribute records the ID of the ranging node. The RSSI attribute contains the RSSI value of the received ranging message. The last two attributes, Source and the Location, represent the node ID and the location of the message source, respectively. Notice that a null location is used for unknown nodes.

### 4.3 Location Calculation

Since the distance measurements could be inexact, the location of the unknown node is uncertain and bounded in a region [9], as shown by the gray region in Fig. 8. In the location calculation, the classic multilateration algorithm is employed to estimate the location. When the unknown node receives the distances from nearby beacons, the unknown node can estimate its location as follows.

Assume that the locations of $n$ beacons are $A_i(x_i, y_i)$, $i = 1, 2, 3, \ldots, n$ and that the location of the unknown node $U$ is $(x_u, y_u)$. Also assume that VBLM ranging distances are $d_i$, $i = 1, 2, 3, \ldots, n$. The distance estimation between $U$ and other beacons can be represented by a set of equations:

$$
\begin{align*}
(x_u - x_1)^2 + (y_u - y_1)^2 &= d_1^2 \\
(x_u - x_2)^2 + (y_u - y_2)^2 &= d_2^2 \\
&\vdots \\
(x_u - x_n)^2 + (y_u - y_n)^2 &= d_n^2
\end{align*}
$$
In order to obtain the location of node $U$, the above equations are transformed into matrix form as follows.

$$
\begin{bmatrix}
    x_u - x_1 & y_u - y_1 \\
    x_u - x_2 & y_u - y_2 \\
    \vdots & \vdots \\
    x_u - x_{n-1} & y_u - y_{n-1}
\end{bmatrix}
\begin{bmatrix}
    x_u \\
    y_u
\end{bmatrix}
= \begin{bmatrix}
    (d_1^2 - d_u^2) - (x_1^2 - x_u^2) - (y_1^2 - y_u^2) \\
    (d_2^2 - d_u^2) - (x_2^2 - x_u^2) - (y_2^2 - y_u^2) \\
    \vdots \\
    (d_{n-1}^2 - d_u^2) - (x_{n-1}^2 - x_u^2) - (y_{n-1}^2 - y_u^2)
\end{bmatrix}
$$

(2)

Notice that Eq. (2) is an over-determined system of the linear equations; hence, the location of $U$ can be obtained by employing the Minimum Mean Square Error (MMSE) method, and can be represented as $U = (A^T A)^{-1} A^T b$, where

$$
A = \begin{bmatrix}
    (x_n - x_1) & (y_n - y_1) \\
    (x_n - x_2) & (y_n - y_2) \\
    \vdots & \vdots \\
    (x_n - x_{n-1}) & (y_n - y_{n-1})
\end{bmatrix},
\quad b = \begin{bmatrix}
    (d_1^2 - d_u^2) - (x_1^2 - x_u^2) - (y_1^2 - y_u^2) \\
    (d_2^2 - d_u^2) - (x_2^2 - x_u^2) - (y_2^2 - y_u^2) \\
    \vdots \\
    (d_{n-1}^2 - d_u^2) - (x_{n-1}^2 - x_u^2) - (y_{n-1}^2 - y_u^2)
\end{bmatrix}
\quad \text{and} \quad U = \begin{bmatrix}
    x_u \\
    y_u
\end{bmatrix}
$$

We use a simple example to demonstrate the above equations for the location calculation. Assume that $A_1(x_1, y_1) = (0, 7)$, $A_2(x_2, y_2) = (8, 7)$, $A_3(x_3, y_3) = (8, 0)$, and $A_4(x_4, y_4) = (0, 0)$ in Fig. 8, and that the distances between the unknown node $U$ and the beacons are $d_1 = d_2 = d_3 = d_4 = 6$. Then, Eq. (2) can be rewritten as:

$$
\begin{bmatrix}
    0 & -14 \\
    -16 & -14 \\
    -16 & 0
\end{bmatrix}
\begin{bmatrix}
    x_u \\
    y_u
\end{bmatrix}
= \begin{bmatrix}
    -49 \\
    -113 \\
    -64
\end{bmatrix}
$$

(3)

After algebraic operations on Eq. (3), the location of the unknown node $(x_u, y_u)$ is obtained as $(4, 3.5)$. 

Fig. 8. Illustration of the possible region of location calculation.
4.4 Interaction Analysis among Nodes

Fig. 9 shows the sequence diagram of VBLM. The sequence diagram shows the interaction among the nodes, the integration viewpoint of VBRA (ranging-node selection phase, ranging phase, verification phase), and the location calculation module. Assume that the two beacons used for localization of the unknown node $U$ are $B_1$ and $B_2$, and that beacon $B_1$ is the nearest beacon to the unknown node $U$ (that is, $B_1$ is the ranging node). The settings are consistent with those in Fig. 3. In the figure, steps 1-9 demonstrate the interactions in the VBRA algorithm and steps 10-11 show the location calculation module. From the sequence diagram, the unknown node $U$ and the ranging node $B_1$ only send three communication messages, respectively. Hence, the communication overhead of VBLM is limited and acceptable.

![Sequence diagram of VBLM](image)

**Fig. 9. Sequence diagram of VBLM.**

4.5 Discussion

VBLM has four advantages, (1) The proposed technique offers distance estimate verification, (2) VBLM can be easily implemented, (3) users can set the error threshold according to the application needs of their environment, and (4) VBLM provides reliable distance estimates. In the experiments, we found that VBLM can filter the environmental noise that affects the quality of RSSI. Therefore, VBLM can generate reliable distance estimates.

VBLM can also be adopted in various RF signal-based ranging techniques, which includes TOA, TDOA, and RSSI. In this paper, we implement VBLM using RSSI because the hardware is cheap and widely used in many sensor applications. The proposed method is basically quite extensive, and can be accommodate to other ranging techniques.
through slight modification. Due to the page length limitation, we leave the issue as future work.

5. EXPERIMENT RESULTS

This section contains a detailed quantitative analysis that verifies the proposed method, and a performance comparison with pure RSSI localization schemes, including the multilateration algorithm and the trilateration algorithm [23]. The system prototype implemented for the experiment study was designed using the sensor programming language nesC [24] on Tmote Sky motes [25]. The prototype is an extension from our previous work [9, 26]. We ran the experiments in an outdoor environment of Southern Taiwan University to obtain real-world results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of beacons</td>
<td>4 (simple grid topology)</td>
</tr>
<tr>
<td>Distance between two neighboring beacons</td>
<td>100cm, 300cm, and 500cm, respectively.</td>
</tr>
<tr>
<td>Node density</td>
<td>100 × 100 (cm²): 4 (nodes/m²)</td>
</tr>
<tr>
<td></td>
<td>300 × 300 (cm²): 0.4444 (node/m²)</td>
</tr>
<tr>
<td></td>
<td>500 × 500 (cm²): 0.16 (node/m²)</td>
</tr>
<tr>
<td>Localization samples</td>
<td>50 samples for each experiment</td>
</tr>
<tr>
<td>Interval of two samples</td>
<td>1 second</td>
</tr>
<tr>
<td>Error threshold</td>
<td>50cm</td>
</tr>
</tbody>
</table>

Fig. 10. Default settings of each parameter in the simulation.

The experimental settings are shown in Fig. 10. We deployed four beacons in a grid topology. The four-beacon deployment is almost the minimum scale for a sensor localization system; thus, our experiment performance can be treated as the benchmark under a poor-resource scenario. In order to observe the performance under various settings of the node density, the distance of two neighboring beacons was set to 100cm, 300cm, and 500 cm, respectively [27]. Our experimental settings can be applied to many real applications. For example, the setting 500 × 500cm² almost covers a room, which should be large enough for many smart-home applications. In addition, the experimental results can be easily scaled to larger areas. For example, 0 shows the relationship between a 10 × 10m² deployment and a 5 × 5m² deployment. In this work, the experimental results are for an area of 5 × 5m² (say, area A in the figure). Because the size of areas B, C, and D is also 5 × 5m², the localization results in the three areas should be similar to the results in area A. For each experimental setting, 50 experimental samples were collected for statistical significance. The interval between two continuous experimental samples was set to one second. After all experimental data were collected, we plotted the results in cumulative probability (CDF) graphs to show the positional precision and accuracy.

In the experiments, we placed a carton near the unknown node to emulate the interference of noise which affects both the unknown node and neighboring beacons. The error threshold of our scheme was set to 50cm.
5.1 Characterizing RSSI versus Distance

In the first experiment, we show the RSSI property of our hardware and determine a proper value of the transmission power for broadcast messages. The results are shown in Fig. 12. Fig. 12 (a) shows the RSSI values for various transmission power levels at various distance settings (refer to the RSSI training process in Fig. 5). In the figure, the curves of the transmission power indicate that the capacity of the transmission distance is from 200cm to 560cm; the curve of 0dBm can transmit messages with the longest distance. Fig. 12 (b) shows the packet loss rate in the experiments. From the figure, most power levels have a high packet loss rate when the distance of two neighboring beacons is over four meters. Hence, we suggest setting the measurable distance of two neighboring nodes to less than six meters. Otherwise, the localization scheme could have poor performance due to the hardware limitation. In the rest of the experiments, we set the transmission power to 0dBm, the maximum ranging distance to 500cm, and the maximum localization area to $500 \times 500$cm$^2$.

5.2 Effect of Noise on Distance Estimations

In order to evaluate the validity of VBRA with environmental interference, we conducted an experiment for comparing the distance estimations between VBRA and the traditional RSSI ranging algorithm [10]. Fig. 13 shows the comparison between VBRA and the traditional RSSI ranging algorithm for various distances (i.e., from 100cm to 500cm) in a noisy environment. The RSSI shows that the environment is affected by noise; the RSSI ranging algorithm obtains low-accuracy ranging results in most cases.
(i.e., low cumulative probability CDF). These results show that VBRA can remove noisy signals. The estimation error of VBRA in all experimental samples was less than 40 cm for ranging distances of less than 250 cm (Figs. 13 (a) and (b)). This shows that the noisy signals that cause ranging error of over 50 cm were removed. From the results, we can see that VBRA is more accommodative than the RSSI ranging algorithm in the noisy environment.

Fig. 13. Ranging result comparisons between VBRA and the traditional RSSI ranging algorithm for various distances.

Fig. 14 shows of reliability of ranging observations for the two ranging algorithms at various ranging distances. The reliability is defined as the number of signals that satisfy the estimation error limit to total number of signals. From the results, the RSSI ranging algorithm produced low reliability, indicating that noise existed in the experi-
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5.3 Effect of Noise on Localization

In order to evaluate the accuracy of VBLM with environmental interference, we designed an experiment for comparing the estimation error between VBLM and two related algorithms, the multilateration algorithm and the trilateration algorithm [23]. The results are shown in Fig. 15. Recall that the error threshold was set to 50cm in the experiments.
The result shows that VBLM obtains CDF = 1.0, which means the estimation error of all experimental samples was less than 50cm. In most cases, the estimation error was even less than 30cm. VBLM produced a much higher accuracy than those of the other two algorithms. The reason for the superior performance is as follows. Most current localization methods can generate high-accuracy locations if they obtain high-quality ranging results. However, a big problem in wireless sensor networks is that the receiving signals are easily interfered with due to the antenna’s physical properties (e.g., low power rate for short-range communication). Thus, the ranging results from the interfered with signals may lead the location calculation process to generate locations with a large error. The proposed scheme can filter the low-quality signals (interfered with by noise) and keep the high-quality signals for the location calculation process. Using the efficient removal technique for noisy signals, the proposed method can obtain high-accuracy loca-
tions. In contrast, the multilateration algorithm and the trilateration algorithm do not deal with noisy signals, so their results have a large estimation error.

5.4 Effect of the Number of Beacons

In this experiment, we studied the effect of the number of beacons for various localization methods. The results are shown in Fig. 16. In an ideal environment, a location the multilateration algorithm with four beacons does not always perform better than that with three beacons. Since some of the ranging results are affected by noise, a localization scheme could generate locations with a large estimation error even if the scheme has more ranging results for the location calculation. Therefore, removing noisy signals is a critical step in a localization scheme. Compared to the multilateration algorithm, VBLM is designed to aggressively filter noisy signals in the ranging stage (i.e., using VBRA) to obtain high-accuracy locations.

![Fig. 16. Estimation error for various numbers of the beacons.](image)

6. CONCLUSION AND FUTURE WORK

Localization is a critical technique in wireless sensor applications. However, previous RSSI-based localization methods do not consider the effect of unstable RF signals, which negatively affects positioning accuracy. In this paper, we proposed the verification-based localization method, VBLM, which improves the positioning accuracy in unstable-signal wireless sensor environments. VBLM can verify the reliability of distance estimates during the ranging process, allowing the system to generate more reliable ranging results. Furthermore, users can set the degree of accuracy by adjusting the error threshold.

The proposed verification mechanism is highly extendable. There are three possible extensions for this work. The first is to study more detailed factors, such as the failure ratio of localization, or the relationship between the error threshold and the estimation error. The second direction is to study the positioning error under various levels of environmental noise for the sensor localization area. In this paper, VBLM directly removed unreliable signals. However, in an environment that causes a low level of noise, a noisy signal could be still usable after some adjustment. We can design a new algorithm that gives a confidence value to a signal. We can also study the relationship between the po-
sition error and the level of noise. The third direction is to extend the proposed verifica-
tion mechanism to other localization systems. If the proposed verification mechanism
can be applied to other kinds of localization system, it is important to provide more ex-
perimental results, such as the verification mechanism with fingerprinting algorithms or
the verification mechanism with angle-of-arrival algorithms.
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