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The paper presents a novel method for encoding the linear quadtree of a given image. In this method, the pixels of the image are scanned in row major order. In each encountered pixel, the result codes in the linear quadtree are updated simultaneously in real time. The linear quadtree is thus obtained after all pixels are processed. This method is quite different from those in previous studies, which need huge memory space to store the input pixels for further processing, or need post processing to rearrange the sequence of the final codes to put them back in increasing order. Moreover, since this method adopts simpler and more efficient operations than previous methods, it is found to be faster in experiments.
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1. INTRODUCTION

Image representing is an important issue in the field of image processing. Many efficient methods for compressing images have previously been proposed. Although these methods reduce the storage space required by the compressed data is less than that of the original, they increase the complexity of data manipulation. Hence, spatial data structures are now widely discussed as a means to save the storage space while enabling fast image data computation. Based on the structure of the encoding scheme, the spatial data structures are classified into five types [1]. The linear tree is an important approach with many useful properties. It has been shown to be storage-saving [2] and good for direct manipulation, e.g. geometry properties [3, 4], set operations [1], neighbor finding [1, 5-7], connected component labeling [8], mirroring [9, 10], dilation [11], rotation [12], transformation [13, 14], conversion [15, 16] and compression [17]. The linear tree has thus been studied intensively [18-20].

The method of building the linear quadtree is important in the field of spatial data structures. Clearly, the linear quadtree of an image can be calculated from the correspond-
ing quadtree by traversing the quadtree in preorder and collecting the leaf nodes. Based on the concept, some studies were proposed in early years [4]. However, an algorithm to build the linear quadtree directly is useful. Shaffer and Samet [21] presented an efficient method for this aim. The input pixels of the image are in row-major order in their algorithm. The method maintains some adjunctive data structures to guarantee that each insertion is a maximal image block. Holroyd et al. presented another such method [22], in which the input pixels are assumed to be in Morton number order. Holroyd et al.’s method is efficient but needs additional effort to transform the input pixel sequence to the row-major order in practical usage.

This study presents a novel method for constructing linear quadtrees. The proposed method also assumes that the pixels of the image are in row major order, which is a normal sequence when an image is scanned. The linear quadtree is updated synchronously in each non-white encountered pixel. The result linear quadtree can thus be obtained without post processing after all pixels of the image have been processed.

The method proposed in this study has the following unique properties. (1) The image can be encoded in real time. This property is useful in the case of the scanning process is interrupted; (2) The resulting linear quadtree does not need a post-process to preserve the increasing property [1]; (3) The disc space requirement adopted in the method is relatively low; (4) The proposed algorithm is faster than that of [21], since it adopts simple and more efficient operations.

The rest of this paper is organized as follows. Section 2 presents the tree and linear quadtree structures. Additionally, some previous studies for the construction of the linear quadtree are introduced. Section 3 presents some important properties and theorems for the proposed method. Section 4 presents the method itself. Experiments are presented in section 5. Finally, some conclusions are given in the last section.

2. PRELIMINARIES

The quadtree of a $2^N \times 2^N$ image is built as follows. The root node of the tree denotes the whole image. If the image is in one color, then it is represented by the root node. Otherwise, four sons are added. Each son represents one-quarter of the image, as northwest, northeast, southwest and southeast. If the subdivided image is the same color, then the process is ended; otherwise, the process is repeated recursively for the son. In summary, the quadtree representation is obtained by recursively subdividing the image into quadrants, subquadrants, and so on, until the maximal block with uniform color is obtained.

Given a $2^3 \times 2^3$ image with four gray levels as shown in Fig. 1 (a), the corresponding image blocks and quadtree are also shown in Figs. 1 (b) and (c), respectively. The linear quadtree of the image can thus be obtained by traversing the quadtree in preorder, collecting the leaf nodes, and denoting each non-white leaf node by a unique bit string. The organization of the bit string is different in the proposed linear quadtrees [4], including FD, FL, and VL locational codes. Although the encoding schemes are different, all of the bit strings are formed by the location of the image block residue, the size of the image block and its color. The location and the size of the image can be replaced by the path from the root to the node and the level of the node in the corresponding quadtree, respectively. They are equivalent [4].
A general format is adopted throughout this paper to describe the construction method. However, the method can be adapted and applied for the proposed linear quadtrees (bintrees). Each image block is represented by a record of type, <path, level, color>. This record type is called a linear code in the rest of this paper. In a linear code, the path, level, and color denote the path from the root to the node, the level of the node and the color of the node, respectively. In the path code, 0, 1, 2 and 3 are adopted to denote the northwest, northeast, southwest and southeast quadrants, respectively. For instance, the path code of block A in Fig. 1 (b) is (012)\(_4\) (= (000110)\(_2\)). The resulting number is the same as that obtained by interleaving the bits that comprise the values of the pixel’s \(x\) and \(y\) coordinates in its upper left corner, which is called the image block’s location.

Given a \(2^N \times 2^N\) image, if an image block at location \((x, y)\), its location code is given by \((b_{N-1}a_{N-1}b_{N-2}a_{N-2}…a_1a_0)_{2}\) where \(x = (a_{N-1}a_{N-2}…a_1a_0)_{2}\) and \(y = (b_{N-1}b_{N-2}…b_1b_0)_{2}\). The location of block A in Fig. 1 (b) is \((2, 1)\). Thus 2 = (010)\(_2\) and 1 = (001)\(_2\), and the path code of block A is (000110)\(_2\).

The first method for constructing quadtree is the naive algorithm, in which the pixels of the image are scanned in row-major order. The quadtree is initially comprised of a single “white” leaf node covering the whole image. If the encountered pixel is part of an existing leaf of the same color, then no change is made for the quadtree; otherwise, the corresponding quadtree is updated by a insert routine. Meanwhile, four sons with the same color may then be merged to produce a father leaf may then occur. The linear quadtree can thus be obtained by traversing and accumulating the non-white leaf nodes of the quadtree in preorder after the quadtree was built [23].

Based on the above description, the image shown in Fig. 1 (a) is denoted by <((012), 3, 2); ((021), 3, 1); ((030), 3, 2); ((100), 1, 2); ((201), 3, 1); ((210), 2, 3); ((230), 2, 2); ((300), 3, 3); ((301), 3, 2); ((302), 3, 3); ((303), 3, 2); ((320), 3, 1); ((321), 3, 1)>>.

Shaffer et al. later presented an improved method [21] to build the linear quadtree.
where

\[ y = (b_N, a_{N-1}, b_{N-2}, \ldots, b_1, a_0)_2 \]

and

\[ x = (a_N, a_{N-1}, \ldots, a_0)_2 \]

are known. Further, an improved algorithm has been presented [22]. The method eliminates many merging routines and complicated leaf insertion activities, since it assumes that the input pixels are in Morton scan order. It does not need a post-process to rearrange the sequence of the final codes to preserve their order. However, the method needs to be stored on disc [22] before it is encoded, meaning the image cannot be processed in real time. Morton scan order is not a natural image input format.

### 3. PROPERTIES AND THEOREMS

Some important properties for calculating the linear codes and preserving their order are presented as follows. These will be used in the proposed algorithm.

**Theorem 1** Given a pixel of path code \((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2\) at location \((x, y)\), where \(x = (a_N, a_{N-1}, \ldots, a_0)_2\) and \(y = (b_N, b_{N-2}, \ldots, b_0)_2\), the path code of the pixel at location \((x \pm \Delta x, y \pm \Delta y)\) is denoted as

\[
\bigg(((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\bigg) \pm (d_N, d_{N-2}, \ldots, d_1, d_0)_2 \land (1010\ldots1010)\bigg) \lor \bigg(((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\bigg) \pm (f_{N-1}, f_{N-2}, \ldots, f_1, f_0)_2 \land (0101\ldots0101)\bigg)
\]

where

\[
\Delta x = (e_N, e_{N-1}, \ldots, e_0)_2, \Delta y = (d_N, d_{N-2}, \ldots, d_1, d_0)_2, \text{ and } f = 0 \text{ and } 1 \text{ if addition and subtraction operations, respectively, applied in the aforementioned equation.}
\]

**Proof:** \((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\) preserves \(y\) and sets the other bits as 1. Then, \(y + \Delta y\) is calculated as

\[
\bigg(((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\bigg) \pm (d_N, d_{N-2}, \ldots, d_1, d_0)_2 \land (1010\ldots1010)\bigg)
\]

while \(y - \Delta y\) is calculated as

\[
\bigg(((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\bigg) \pm (d_N, d_{N-2}, \ldots, d_1, d_0)_2 \land (1010\ldots1010)\bigg)
\]

Thus, \((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\) preserves \(y \pm \Delta y\), and sets the other bits to be 0. Likewise,

\[
((b_N, a_N, b_{N-2}, \ldots, b_1, a_0)_2 \lor (0101\ldots0101)\) \pm (f_{N-1}, f_{N-2}, \ldots, f_1, f_0)_2 \land (0101\ldots0101)\bigg)
\]

calculates \(x \pm \Delta x\) and sets the other bits to be 0. Finally, the path code of the pixel at location \((x \pm \Delta x, y \pm \Delta y)\) thus can be obtained by ORing these two results.

The calculation shown in Theorem 1 is clearly of a constant time. Theorem 1 indicates that given two pixels, denoted \(A_1\) and \(A_2\), the path code of \(A_2\) can be obtained in constant time if the path code of \(A_1\) and the distance between \(A_1\) and \(A_2\) are known.

For instance, in Fig. 1 (b), the path code of pixel in the left upper corner of the im-
The path code of the next non-white pixel, which is the pixel at (5, 0), can be obtained by

$$
(((01000) \lor (010101) + (000000) \land (101010)) \lor ((011010 \land (010101)) = (010000) = (100)_4).$$

The path code of the next non-white pixel, which is the pixel at (5, 0), can be obtained by

$$
(((010000) \lor (010101) + (000000) \land (101010)) \lor ((011010 \land (010101)) = (010000) = (100)_4).$$

**Property 1  Merging property.**

Given four path codes, $P_0, P_1, P_2, and P_3$ at level $l$, $1 \leq l \leq N$ where

$$
P_0 = (b_N \ldots a_N \ldots b_{N-1} \ldots a_{N-1} \ldots 000 \ldots 00),
P_1 = (b_N \ldots a_N \ldots b_{N-1} \ldots a_{N-1} \ldots 0100 \ldots 00),
P_2 = (b_N \ldots a_N \ldots b_{N-1} \ldots a_{N-1} \ldots 1000 \ldots 00), \text{ and}
P_3 = (b_N \ldots a_N \ldots b_{N-1} \ldots a_{N-1} \ldots 1100 \ldots 00),$$

if $P_0, P_1, P_2,$ and $P_3$ have the same color, then they can be merged and represented by

$$
(b_N \ldots a_N \ldots b_{N-1} \ldots a_{N-1} \ldots 0000 \ldots 00) \text{ with level } l - 1.
$$

Blocks $H, M, R,$ and $S$ in Fig. 1 (b) are assumed to have uniform color, and thus can be merged. The path codes of $H, M, R,$ and $S$ are (110000), (110001), (110010), and (110011), respectively, and are at level 3. By Property 1, They can be merged and represented by (110000) at level 2, which is the linear code corresponding to the father of nodes $H, M, R,$ and $S$ in Fig. 1 (c).

A $2^3 \times 2^3$ image with Morton number is shown in Fig. 2. Based on the increasing property [1], the pixels must be in the sequence of $<0, 1, 2, 3, ..., 61, 62, 63>$. Thus, an insertion approach is needed when the image is scanned in row major order. In the first row, the encountered pixel can be appended to the next of the previous encountered pixel. The sequence is $<0, 1, 4, 5, 16, 17, 20, 21>$. $P(x,y)$ denotes the next pixel of $P(x-1,y)$. Next, the first pixel of the second row, Pixel 2, is appended to the next of Pixel 1 and Pixel 3 is the next of Pixel 2. Then, Pixel 6 is appended to the next of Pixel 5, successively. After

![Fig. 2. Morton numbers in a $2^3 \times 2^3$ image.](image-url)
the second row was processed, the sequence is \( <0, 1, 2, 3, 4, 5, 6, 7, 16, 17, 18, 19, 20, 21, 22, 23> \). The following property is applied.

**Property 2** Preceding pixel property.

If the pixels of the image are scanned and stored in row major order, then given a pixel \( P_{(x,y)} \) in a \( 2^N \times 2^N \) image, where \( P_{(x,y)} \) denotes the pixel at location \( (x, y) \) and \( 0 \leq x, y \leq 2^N - 1 \), it follows that

if \( y = 0 \), then \( P_{(x,y)} \) denotes the next pixel of \( P_{(x-1,y)} \);
if \( y \equiv 2^k \mod 2^k - 1 \) \( (k = 1, 2, 3, 4, ...) \), and if \( x = (2^k \times z) \), where \( z = 0, 1, 2, 3, ... \), then \( P_{(x,y)} \) denotes the next pixel of \( P_{(x+(2^k-1),y-1)} \); otherwise, \( P_{(x,y)} \) denotes the next pixel of \( P_{(x-1,y)} \).

In Fig. 2, the linear code of pixel \( P_{(4,2)} \) is the next linear code of \( P_{(7,1)} \) if the image is processed in row major order. It can be adapted in Property 2 by \( k = 2 \). Now, for maintaining the positions which the pixels of the next row are inserted, a pointer list is needed. Property 2 can be rewritten as follows.

**Property 3** Position property.

Consider a \( 2^N \times 2^N \) image with Pixel \( P_{(x,y)} \), where \( 0 \leq x, y \leq 2^N - 1 \). Let \( Q_i \) denote the \( x \)th memory space in Linking list \( Q \), and \( I_i \) denote the \( x \)th pointer in Pointer list \( I \). Let \( I_i = x \), and save the linear code of \( P_{(x,0)} \) into \( Q_i \) if \( P_{(x,0)} \) is not initially white. To preserve the increasing property, the linear code of \( P_{(x,y)} \), where \( 0 \leq x \leq 2^N - 1 \) and \( 1 \leq y \leq 2^N - 1 \), must be inserted into \( Q_p \) if \( Q_p \) is empty, where

\[
p = \begin{cases} 
I_x 2^y-1 & \text{if } y \mod 2^k = 2^k-1 \quad (k = 1, 2, 3, 4, ...) \text{ and } x = (2^k \times z), \text{where } z = 0, 1, 2, 3, ..., \\
I_{x-1} & \text{otherwise}.
\end{cases}
\]

the value of \( I_i \) is adjusted as \( p \). If \( Q_p \) already contains a linear code, then the linear code of \( P_{(x,y)} \) is inserted into the next value of \( Q_p \). The address of the next of \( Q_p \) is saved in \( I_i \).

To reduce the calculation effort, Position property can be implemented as a lookup table to obtain the \( p \) value. The size is \( 2^N \times N \); since there are \( N (= \log_2 2^N) \) different row types. The lookup table for a \( 2^3 \times 2^3 \) image is shown in Table 1. Given a \( 2^3 \times 2^3 \) image, there are three different types beside Row 0 \( (y = 0) \). Based on Position property, Row 1, 3, 5, and 7 are the first type, which is Type 1 in Table 1, where “←” represents that the value is obtained from the left column. In this type, the linear codes of \( P_{(x,y)} \) are inserted into the next of \( I_{x-1} \) if \( x = 0, 2, 4, \) and 6. The linear codes of the other pixel are inserted into the next of the previous pixel residue. The second type, which is Type 2 in Table 1, is the

<table>
<thead>
<tr>
<th>Type 1</th>
<th>( P = I_1 )</th>
<th>←</th>
<th>( I_2 )</th>
<th>←</th>
<th>( I_3 )</th>
<th>←</th>
<th>( I_4 )</th>
<th>←</th>
<th>( I_5 )</th>
<th>←</th>
<th>( I_6 )</th>
<th>←</th>
<th>( I_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 2</td>
<td>( P = I_3 )</td>
<td>←</td>
<td>←</td>
<td>( I_4 )</td>
<td>←</td>
<td>←</td>
<td>( I_5 )</td>
<td>←</td>
<td>←</td>
<td>( I_6 )</td>
<td>←</td>
<td>←</td>
<td></td>
</tr>
<tr>
<td>Type 3</td>
<td>( P = I_7 )</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td>←</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The lookup table for a \( 2^3 \times 2^3 \) image.
pixels at Row 2 and 6. In this type, the linear codes of $P_{(x,y)}$ are inserted into the next of $I_{x+3}$ if $x = 0$ and 4 and the others are inserted into the next of the previous pixel residue. Finally, the third type, which is Type 3 in Table 1, comprises the pixels at Row 4. The linear code of $P_{(x,y)}$ is inserted into the next of $I_{x+7}$ if $x = 0$. Moreover, the bit strings denoting $\Delta x$ and $\Delta y$, $(fc_{N-1}fc_{N-2}...fc_0)_2$ and $(d_{N-1}fd_{N-2}f...d_0f)_2$, described in Theorem 1 can also be applied by the lookup table.

4. PROPOSED METHOD

The proposed method calculates the linear code of each encountered non-white pixel according to Theorem 1. The linear code is then inserted into the linear quadtree by the method described in Position property. A merge routine based on Merging property is then

---

**Fig. 3.** The block diagram for the proposed method.
performed if necessary. The resulting linear quadtree of the image can thus be obtained after all pixels are processed. Notably, \( I_x \) should be updated simultaneously for each encountered pixel to conform to Position property. The method can be summarized as a block diagram shown in Fig. 3.

The construction method is then simulated by the image shown in Fig. 1. An empty result linear quadtree \( Q \) and a pointer list \( I \) are first created. Both of them are initially of size \( 2^N \). The size of the result linear quadtree is variable during the encoding process, and that of the pointer list is fixed. Notably, the image is of size \( 2^N \times 2^N \).

In the first row, Row 0, the linear code of \( P_{(0,0)} \) is first put into position \( x \) in the resulting linear quadtree if it is not white. Pointer \( I_x \) is set to \( x \). Fig. 4 shows the result. In Fig. 4 (a), each row has three columns. The middle column is the linear code represented by the path, level and color. The right column and the left column are the physical addresses of its next and previous linear code. For simplicity, they are represented by arrows in the remainder of this study. Fig. 4 (b) shows the pointer list.

The second row is then processed successively. \( P_{(0,1)} \), which is the pixel at \((0, 1)\), is encountered. It is white, and thus does not have to be encoded. Then, Pointer \( I_0 \) is set to be 1 by Property 3. Similarly, the next pixel \( P_{(1,1)} \) is white. Pointer \( I_1 \) is set to be 1 by Property 3. Next, \( P_{(2,1)} \) is encountered. It is not white. By Theorem 1, its linear code is \((01232)\). By Property 3, \((01232)\) should be put into the position of Pointer \( I_3 \). Hence, \((01232)\) is put into position 3 in Fig. 5 (a). Simultaneously, by Property 3, Pointer \( I_2 \) is set to be 3. See Fig. 5 (b).

![Fig. 4. The resulting linear quadtree and the pointer list after \( P_{(0,0)} \) is processed.](image)

![Fig. 5. The resulting linear quadtree and the pointer list after \( P_{(3,1)} \) is inserted.](image)
$P_{(3,1)}$ is processed successively, and is white. Likewise, $I_3$ in Fig. 5 (b) is set to be 3 ($= I_2$). $P_{(4,1)}$ is not white. By Theorem 1, its linear code is (102 3 2). By Property 3, (102 3 2) should be put into the position after the occupied position $Q_5$ ($= Q_3$). Thus, (102 3 2) is put into position 8; the related links is modified properly, and $I_4$ is set to be 8. See Fig. 5 (b). Likewise, the next linear code, (103 3 2), is put into position 9, and $I_5$ is set to be 9. Fig. 5 shows the result up to this point.

Fig. 6. The result of Fig. 5 after merging.

Fig. 7. The resulting linear quadtree and the pointer list after $P_{(7,1)}$ is inserted.

Fig. 8. The result of Fig. 7 after merging.
Based on Property 1, \((100 \, 3 \, 2), (101 \, 3 \, 2), (102 \, 3 \, 2), \text{and} (103 \, 3 \, 2)\) can be merged and represented by \((100 \, 2 \, 2)\). Fig. 6 shows the result after merging. The associated \(I_i\) are updated concurrently. \(I_4\) and \(I_5\) are set to be at the physical address of \((100 \, 2 \, 2)\) residue.

Likewise, Fig. 7 shows the linear quadtree and associated physical addresses after \(P_{(7,1)}\) is inserted, and Fig. 8 shows the result after merging.

The final linear quadtree thus can be obtained directly by retrieving the linear codes in the result linear quadtree list after all pixels of the image were processed. The obtained result for the image shown in Fig. 1 (a) is <\((012 \, 3 \, 2) \ (021 \, 3 \, 1) \ (030 \, 3 \, 2) \ (100 \, 1 \, 2) \ (201 \, 3 \, 1) \ (210 \, 2 \, 3) \ (230 \, 2 \, 2) \ (300 \, 3 \, 3) \ (301 \, 3 \, 2) \ (302 \, 3 \, 3) \ (303 \, 3 \, 2) \ (320 \, 3 \, 1) \ (321 \, 3 \, 1)\) >.

The algorithm is summarized below.

**Algorithm**  
**Building the linear quadtree**  
**Input:** \(N \leftarrow \) the resolution of the image.  
\[ P^*_{(0,0)} \leftarrow (\underbrace{0000 \ldots 0000}_{2^N}) \]  
\(*/P^*_{(x,y)}\) denotes the linear code of \(P_{(x,y)}\) in the algorithm.  
\(*/

\begin{align*}
Q & \leftarrow \emptyset \\
1: \quad & y \leftarrow 0 \\
2: \quad & \Delta y \leftarrow 0; \Delta x \leftarrow -1 \\
3: \quad & \text{For } x = 0 \text{ to } 2^N - 1 \\
4: \quad & \Delta x \leftarrow \Delta x + 1 \\
5: \quad & \text{If } P_{(x,0)} \text{ is not white,} \\
6: \quad & \text{calculate } P^*_{(x,0)} \text{ by using Theorem 1 and insert } P^*_{(x,0)} \text{ into } Q \text{ by using Property 3;} \\
7: \quad & \Delta x \leftarrow 0; \\
8: \quad & \text{endif} \\
9: \quad & I_x \leftarrow x. \\
10: \quad & \text{endfor} \\
11: \quad & \Delta y \leftarrow -1 \\
12: \quad & \text{For } y = 1 \text{ to } 2^N - 1 \\
13: \quad & \Delta y \leftarrow \Delta y + 1 \\
14: \quad & \Delta x \leftarrow -1 \\
15: \quad & \text{For } x = 0 \text{ to } 2^N - 1 \\
16: \quad & \Delta x \leftarrow \Delta x + 1 \\
17: \quad & \text{If } P_{(x,y)} \text{ is not white,} \\
18: \quad & \text{calculate } P^*_{(x,y)} \text{ by using Theorem 1 and insert } P^*_{(x,y)} \text{ into } Q \text{ by using Property 3;} \\
19: \quad & \Delta x \leftarrow 0; \Delta y \leftarrow 0 \\
20: \quad & I_x \leftarrow \text{the address where } P^*_{(x,y)} \text{ is saved in } Q \\
21: \quad & \text{If } P^*_{(x,y)} \text{ and its three predecessors in } Q, \text{ denoted by } P^*_{1(x,y)}, P^*_{2(x,y)}, P^*_{3(x,y)}, \text{ and } P^*_{4(x,y)}, \text{ can be merged by applying Merging property,} \\
22: \quad & x_x \leftarrow \text{the } x \text{ value of } I_x \text{ which corresponding to } P^*_{2(x,y)} \\
23: \quad & \text{While } P^*_{1(x,y)}, P^*_{2(x,y)}, P^*_{3(x,y)} \text{ and } P^*_{4(x,y)} \text{ can be merged,} \\
24: \quad & P^*_{1(x,y)} \text{ is replaced by a new linear code based on Property 1 and the others in } Q \text{ are set to be empty,} \\
25: \quad & x_x \leftarrow \text{the } x \text{ value of } I_x \text{ which corresponding to } P^*_{1(x,y)} \\
26: \quad & \text{endwhile} \\
27: \quad & \langle I_x, I_x^\rangle \leftarrow x_x \\
28: \quad & \text{endif}
\end{align*}
Otherwise,  
$I_x \leftarrow p$ shown in Eq. (1).

The For-loop in Statement 3 of the proposed algorithm calculates the linear codes of $P_{(0,0)}$, which are the pixels in the first row. $I_x$ is saved simultaneously in Statement 9. The nested For-loops in Statements 12 and 15 calculate the linear codes of the pixels from $P_{(0,1)}$ to $P_{(2^N,1),(2^N,1)}$. Once a linear code is calculated, the liner code and its three predecessors in $Q$ are checked whether they can be merged. If so, these four liner codes are merged in Statement 23 and the corresponding $I_x$ is updated in Statement 27.

The steps for inserting and merging the linear codes shown in the algorithm can be easily applied [24] since the data structure of the result linear quadtree is a list. The step for calculating $I_x$ can be performed based on Position property by the lookup table described above.

5. EXPERIMENTATIONS

Some experiments were performed to measure the performance of the algorithm. Three images, with respect to binary, gray level and color, were scanned to resolutions $2^7 \times 2^7$ and $2^8 \times 2^8$. Figs. 9, 10 and 11 show the images with resolution $2^8 \times 2^8$. The images shown in Figs. 10 and 11 are of 16 gray levels and 64 colors, respectively. The programs were coded in the C programming language, and executed on a personal computer with a 3.0 MHz processor.

Two methods namely the algorithm proposed in [21], called Algorithm_1, and the proposed algorithm were measured in the experiment. Table 2 shows the experimental results. The method presented in [22] is not included because it is of a different input format.

In summary, the proposed method in the paper can be divided into two parts, namely maintaining the resulting linear quadtree and maintaining the pointer list. Experimental results indicate that the lookup table is useful.
Table 2. Experimental results.

<table>
<thead>
<tr>
<th>Image</th>
<th>Resolution ($2^N \times 2^N$)</th>
<th>Size of linear codes</th>
<th>CPU time in $10^{-2}$ second(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Algorithm_1</td>
</tr>
<tr>
<td>Fig. 8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(City)</td>
<td>$N = 7$</td>
<td>3706</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>$N = 8$</td>
<td>15149</td>
<td>23.3</td>
</tr>
<tr>
<td>Fig. 9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(X-ray)</td>
<td>$N = 7$</td>
<td>33002</td>
<td>39.6</td>
</tr>
<tr>
<td></td>
<td>$N = 8$</td>
<td>132271</td>
<td>154.5</td>
</tr>
<tr>
<td>Fig. 10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Fish)</td>
<td>$N = 7$</td>
<td>11809</td>
<td>18.3</td>
</tr>
<tr>
<td></td>
<td>$N = 8$</td>
<td>48039</td>
<td>67.7</td>
</tr>
</tbody>
</table>

6. CONCLUSION

This study presents a novel method for building the linear quadtree from a given image. From the theoretical point of view, the time complexity for encoding an image is at least of $O(2^N \times 2^N)$ if the size of the image is $2^N \times 2^N$, since each pixel in the image should be checked regardless of its color. Both the proposed method and that of [21] belong to this type. Moreover, an algorithm with good empirical performance is required. The proposed method has been indicated to be simple, easy and efficient. Moreover, the image can be encoded in real time. The proposed method does not require a large disk space either to save the input pixels or to maintain a complex data structure.

Results of this study demonstrate that the usage of the lookup table is useful. However, additional space is required for storing these tables before the image is encoded. This is a trade-off in implementation.
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