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With the steadily increasing volume of e-commerce transactions, the amount of user-provided product reviews is increasing on the Web. Because many customers feel that they can purchase product based on the experiences of others that are obtainable through product reviews, the review summarization process has become important. In particular, feature-based product review summarization is needed in order to satisfy the detailed needs of some customers. To achieve such summarization, numerous techniques using natural language processing (NLP), machine learning, and statistical approaches that can evaluate product features within a collection of review documents have been studied. Many of these techniques require sentiment analysis or feature scoring methods. However, existing sentiment analysis methods are limited when determining the sentiment polarity of context-sensitive words, and existing feature scoring methods are limited when only the overall user score is used to evaluate individual product features. In our summarization approach, context-sensitive information is used to determine sentiment polarity while opinioned-feature frequency is used to determine feature scores. Based on experiments with actual review data, our method improved the accuracy of the calculated feature scores and outperformed existing methods.
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1. INTRODUCTION

With the continuously increasing volume of e-commerce transactions, the amount of product information and the number of product reviews are increasing on the World Wide Web (Web). Because many customers feel that they can make better decisions based on the experiences of others that are obtainable through these product reviews, such reviews have become an important source of enabling information in e-commerce. However, as the number of reviews increases, it becomes more difficult for users to read all of the relevant review documents. In order to alleviate this problem, there have been several studies into ways to summarize product evaluations from reviews [2, 3, 7, 13, 17, 26, 27].

Since automated evaluation summaries can influence buying decisions, accuracy is an important performance metric of review summary methods. In addition, the summary
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information that is shown to users is important. For example, a detailed summary that includes evaluations for several product features, such as cost, size, and design, may be more useful than a summary that only shows an average score for all of the product’s features. A product feature characterizes a product and a feature can represent a detailed specification of the product or be a more general term. To prepare feature-level review summaries, numerous techniques to evaluate opinions on product features from a collection of review documents have been studied using natural language processing (NLP) [1-3, 8], machine learning [5], and statistical approaches [7]. Here, we propose a new way of summarizing features from a large number of product reviews.

To summarize evaluations for each product feature, sentiment analysis [1-3, 5, 6, 8, 19] and feature scoring methods [7] have been used. However, sentiment analysis methods are limited when analyzing the sentiment polarity of context-sensitive words [1, 2, 19]. A context-sensitive word is one that has an alternate sentiment polarity according to the context of the word. Context is important because some opinion words that modify some features are evaluated as a positive opinion while it is evaluated as negative in other cases. Furthermore, current feature scoring methods are limited as they use the overall user rating for a product to evaluate individual product features. However, an overall user rating may not be an evaluation for a specific product feature, but rather, is an evaluation of the entire product. As a result, the application of the overall score to a specific feature can be incorrect.

In our work, to obtain more accurate feature scores, both sentiment analysis and feature scoring methods are used for feature evaluation. In addition, we have enhanced the techniques currently used in both methods. These enhancements include the use of sentiment polarity information and opinioned-feature frequency data. As well, overall user ratings for a product are used during the processing of feature scores. To achieve higher accuracy during sentiment analysis, sentiment polarity of a context-sensitive opinion word is assessed using positive and negative sentiment dictionaries that have been constructed from the available user ratings.

In section 2 of this paper, we present a brief review of related works, while the motivation for this work and the definition of the problem are described in section 3. In section 4, we describe a novel review summarization process for use in producing feature-level summaries of product reviews. The detailed methods used for sentiment analysis and feature scoring in that novel approach are shown in section 5 while section 6 reports on experimental results using actual review data. A conclusion is provided in section 7.

2. RELATED WORK

To summarize opinions from documents in an accurate way, many methods have been studied. Lee et al. used fuzzy ontology to summarize news documents [28]. In such documents, term ambiguity is an important issue because the meaning of a term may vary with the situation. To match the meaning with the terms, they used a fuzzy ontology approach to summarize opinions from the news documents. Similarly, a fuzzy ontology approach was used by Lee et al. as a decision support agent to monitor and control project processes [29].

When performing product review summarization, both sentiment analysis and fea-
ture scoring methods are important to the production of an accurate summary. To determine sentiment polarities, word corpora resources, such as WordNet [21] and SentiwordNet [16] have been used by various authors [1, 2, 8, 16, 23]. For example, Hu and Liu [1] used sets of adjective synonyms to predict the sentiment orientation of opinions while Sista and Srinivasan [5] created a lexicon table using a general inquiry function of WordNet and expanded that lexicon to classify the sentiments of opinion words. Commonly, in such sentiment-based approaches, domain experts define the seed words before analyses can be conducted. Such manual efforts can affect the accuracy of a sentiment prediction as the result can change depending on which words are included in the seed word corpus. Another problem is the difficulty of handling context-sensitive words in opinions. For instance, when the opinion word “big” modifies an LCD screen feature in an MP3 player, its sentiment polarity can be positive. However, when body size is modified by the opinion word “big”, the opinion can be negative. Thus, determining the polarities of context-sensitive opinion words is important.

Another common approach to determine sentiment polarity is to use a point-wise mutual information (PMI) value. Such values indicate an association between two words by using the co-occurrences of those words as described in Eq. (1).

\[
PMI(word_1, word_2) = \log_2 \frac{p(word_1, word_2)}{p(word_1) \cdot p(word_2)}
\]

To calculate PMI values, Turney et al. used the probability that two words appear in the same Web document [19]. As in sentiment-based approaches, the PMI approach requires domain experts to define the polarities of seed words before performing analyses.

Recently, a feature scoring approach that evaluates the scoring of product features has been studied [7]. In this approach, user scores in product reviews are used to calculate the feature scores of the various features of that product. A user score is a rating given to a product by a user. Specifically, the frequency of opinioned-features is used to weight the strength of the users' opinions and the distribution of user scores is used to calculate a feature score. This approach utilizes users' product rating scores during review summarization to calculate an overall feature score.

Fig. 1 shows an example of the feature scoring method used by Scaffidi et al. [7]. In that method, all features mentioned in a review are given the same score as the user assigned to the entire product. As shown in the figure’s example (user review number 5), the size, design, utility, and battery time features all have the same score (i.e., 4, which was given by the user to the whole product). The assigned scores for each feature among the reviews were then averaged. Note that feature size, design, utility, and battery time all have positive overall polarity while color had a negative polarity. Also note an error that although user review number 5 had a negative comment on battery time, that feature was assigned a high (4) rating.

3. MOTIVATION AND PROBLEM DEFINITION

Fig. 2 illustrates a conventional summarization process, which typically consists of two main steps: feature extraction and feature evaluation. That figure also shows that the
review summary for a product is derived from the feature scores that are contained in multiple review documents. Conventionally, the feature score for a product is the overall evaluation for a feature among all of the reviews for the product. The feature extraction step determines the features that are representative of the product and their corresponding opinion words. In that step, an opinion word is the sentiment word that the user applied to the feature. For instance, in the Fig. 1 example review by user 5, ‘good’, ‘cool’, and ‘short’ are opinion words. The subsequent feature evaluation step evaluates the features among all available review documents and considers the semantics of the opinion words and the associated user score for a product. Conventionally, this step requires the use of sentiment analysis [5, 8, 10, 16, 18, 19, 22] or feature scoring [7] methods.

Sentiment analysis is used to determine the sentiment polarity of an opinion about a specific product feature. The feature score is then derived from the sentiment polarities of the various opinions on a feature. For this step, NLP and statistical approaches can be used [1-3, 5-8, 10]; however, NLP techniques require a considerable amount of manual effort and comprehensive domain knowledge. On the other hand, the feature scoring method is based on users’ overall product evaluation [7]. Such scores are comprehensive for the entire product and are not individually determined for each product feature. Thus,
a user score represents a generalized evaluation derived from many opinion words on a variety of features. In addition, although there is only one score value, there may be both positive and negative evaluations on a specific feature within the same review.

To overcome those problems, our approach calculates a feature score by analyzing both the user score and the sentiment polarities of the opinion words. Fig. 3 indicates how sentiment polarities of opinion words can affect feature scores. In the example sentences from reviewer number 5, the user’s opinion on the size and design features have positive sentiment polarities. However, the opinion on the battery time feature has a negative sentiment polarity. In the conventional approach, the battery time feature has the same score as the overall score from the review (Fig. 1). Assigning such a high score to this feature results in a sentiment error. Using a sentiment polarity approach to the reviews that produced Fig. 1 would result in a distribution of sentiment polarities such as that shown in Fig. 3. That figure shows that the overall polarities of the ‘utility’ and ‘battery time’ features are different from those in Fig. 1. This result shows that there can be erroneous summary opinions calculated if only overall user scores are used to determine feature scores. Thus, feature-level sentiment polarity needs to be considered when attempting to obtain accurate feature scores.

Another problem is the presence of bias in user reviews. Based on an examination of user-provided review data from Epinions (http://www.epinions.com/), the number of product reviews with high user scores was 5-10 times higher than the number of reviews with low user scores [30]. This suggests the presence of bias within the available user-provided reviews. If bias is present in user-provided reviews and the biased scores are used as the source of feature scores, then most features will have high scores. Therefore,
not only do user scores as a source of feature scores ignore sentiment polarity, but they may also be biased.

In previous studies that calculated feature scores through sentiment analyses, they were unable to handle context-sensitive words that had different sentiment polarities depending on the feature they were modifying [2, 8, 19]. Both NLP- and PMI-based approaches are able to determine the sentiment polarity of an opinion using common opinion words; however, for context-sensitive words, sentiment polarity may change depending on the product or feature. To correctly perform feature scoring, opinions on each feature need to be assessed. Therefore, analysis of the sentiment polarity of each opinion is an important basic process when calculating feature scores.

Fig. 4 shows the system architecture of our novel method of review summarization. Initially, features and opinion words are extracted from product reviews. Feature-opinion pairs are obtained using the extracted features and their corresponding opinion words. Next, sentiment polarities for each pair are classified via a sentiment analysis process. To determine the polarity of an opinion word in the sentiment analysis step, positive and negative sentiment dictionaries are used. Subsequent to deriving the sentiment polarity of each pair, scores for each product feature are calculated through a new feature scoring process.

However, there were two problems encountered when attempting to correctly summarize product reviews through the sentiment analysis and feature scoring steps. First, context-sensitive words needed to be appropriately interpreted during sentiment analysis in order to obtain accurate sentiment polarities of the opinion words. As the sentiment polarity of an opinion word can change depending on the context of a word, conventional approaches, such as PMI or NLP, could not handle the context-sensitive opinion words. Second, during feature scoring, the focus was not on document-level evaluations, but on feature-level evaluations. In most previous work, the distribution of document-level user scores was used to calculate feature scores. Thus, in order to calculate feature scores more accurately, feature-level evaluations were necessary.

To solve these problems, we developed a product review summarization method that can handle context-sensitive words during sentiment analysis and that considers fea-
ture-level evaluations during feature scoring. To handle context-sensitive words, we consider the contexts of the opinion words. In addition, we use a method that utilizes user scores, frequency of opinioned-features, and sentiment polarities of opinion words to increase the accuracy of the feature scores derived during the feature scoring step. Details of this review summarization method are provided in the next section.

4. REVIEW SUMMARIZATION MODEL

In this section, we introduce our novel review summarization model. The entity-relationship diagram for the product review documents is provided (Fig. 5). The figure shows that a particular product may have many \( n \) review documents that have reviewer, review title, user score, and review date attributes. Furthermore, each review document may comprise several \( n \) opinioned-features. Within each opinioned-feature is a corresponding opinion word and feature word, and each opinion has a strength indicator and a sentiment polarity. Generally, the feature and opinion are represented by a short phrase or sentence (see example sentences in Fig. 1). Within the product review database that is being processed, we conduct both sentiment analysis and feature scoring for review summarization.

Fig. 6 illustrates our review summarization model. With a set \( j \) of reviews, a review document \( R_j \) contains a user score \( s_j \) and a set \( i \) of opinioned-features. Each opinioned-feature comprises a feature word \( f_{ij} \) and an opinion word \( o_{ij} \) which appear as a pair in a review document. The pair \( (f_{ij}, o_{ij}) \) is used as a unit when summarizing review \( R_j \), and strength \( w_{ij} \) and sentiment polarity \( p_{ij} \) of the pair are derived by sentiment analysis. Opinion strength \( w \) is based on the frequency of occurrence of an opinioned-feature in a review while sentiment polarity \( p \) is derived from sentiment classification using the feature-opinion pair and the sentiment dictionary that was constructed from the user scores. The feature score \( e_{ij} \) for feature \( f_{ij} \) is derived by a feature scoring process from the review’s overall user score \( s_j \), the opinion strength \( w_{ij} \), and the sentiment polarity \( p_{ij} \). The
overall feature score $E_i$ of the $i$th feature within the whole review collection is derived from a feature scoring process using the set of feature scores $e$ for each feature.

Thus, in our model, a review summary is represented as a set of $f_i$ and $E_i$ values where $f_i$ is a feature, and $E_i$ is a feature score. Details on the sentiment analysis and feature scoring methods are discussed in the next section.

5. ANALYTICAL TECHNIQUES

In this section, we explain the methods used for feature scoring and sentiment analysis in the review summarization model. To derive a feature score for a feature various factors extracted from the review documents are used. Both user scores, which are explicit evaluation indices from users and the frequency of occurrence of the opinioned-features within the reviews are used. In addition, opinions on each feature are analyzed and sentiment polarities of those opinions are derived. Thus, in order to obtain the overall feature score of each feature, we use feature frequencies, user scores, and sentiment polarities.

5.1 Preprocessing

The process for product review summarization is shown in Fig. 7. During review summarization at the feature level, feature-opinion pairs are extracted from review documents using part-of-speech (POS) tagging [25]. Through the POS tagging, the most frequent noun words that describe the feature within the set of reviews are selected. Our intuition to extract opinion words is similar to that of [1] and [3]. It is that an opinion associated with a product feature will be mentioned in its vicinity. We use a window of size $k$, opinion words that are within two words of the selected feature word are extracted. Because a word that is be-verb or preposition may not indicate any special opinion, we exclude these words in word counting. For instance, in the sample sentences of the example 3, ‘is’ and ‘of’ are ignored. The POS tags used for feature and opinion word iden-
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Table 1. Description of POS tags.

<table>
<thead>
<tr>
<th>Tag</th>
<th>Usage</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>Feature word</td>
<td>noun, common, singular</td>
</tr>
<tr>
<td>NNS</td>
<td>Feature word</td>
<td>noun, common, plural</td>
</tr>
<tr>
<td>VBN</td>
<td>Opinion word</td>
<td>verb, past participle</td>
</tr>
<tr>
<td>RB</td>
<td>Opinion word</td>
<td>adverb</td>
</tr>
<tr>
<td>RBR</td>
<td>Opinion word</td>
<td>adverb, comparative</td>
</tr>
<tr>
<td>RBS</td>
<td>Opinion word</td>
<td>adverb, superlative</td>
</tr>
<tr>
<td>JJ</td>
<td>Opinion word</td>
<td>adjective or numeral, ordinal</td>
</tr>
<tr>
<td>JJR</td>
<td>Opinion word</td>
<td>adjective, comparative</td>
</tr>
<tr>
<td>JJS</td>
<td>Opinion word</td>
<td>adjective, superlative</td>
</tr>
</tbody>
</table>

Identification are presented in Table 1. Subsequently, we derive sentiment polarities for the opinions on each feature through sentiment analysis. During the feature scoring step, scores for each feature are calculated using sentiment polarities, user scores, opinion strengths, and feature frequencies.

5.2 Summarization

The product review summarization process can be represented as the mean value of the feature scores ($E_i$) within a set of feature scores ($e_{ij}$) as in Eq. (2).

$$ E_i = \frac{\sum_{j=1}^{n} e_{ij}}{n} $$  (2)
where \( n \) is the number of reviews that contain the \( i \)th feature.

### 5.2.1 Feature scoring

To obtain the feature score for each feature, the user scores from the set of reviews and the distribution for sentiment polarities of opinions on each feature are used. An example of the distribution of sentiment polarities for a set of features in a set of reviews is shown in Fig. 8. In review \( R_1 \) of that figure, the user score is 4 and the sentiment polarities for features \( f_1, f_2, \) and \( f_6 \) are positive. On the other hand, features \( f_4 \) and \( f_n \) have negative sentiment polarities. Because the user score represents an overall evaluation composed of various opinions on many features, \( f_1, f_2, \) and \( f_6 \) may have higher feature scores than the user score while \( f_4 \) and \( f_n \) scores may be lower. Thus, the original user score of the review needs adjustment when calculating individual feature scores. By considering the interferences among opinions in the same review, we weight the feature score calculations to reflect opinion strength using data on the occurrence of features in the reviews.

\[
E_i = \begin{cases} 
   s_j + \frac{D}{2} \frac{N_{negative}(R_j)}{N_{total}(R_j)} \cdot w_j, & \text{if } p_j \text{ is a positive number} \\
   s_j - \frac{D}{2} \frac{N_{positive}(R_j)}{N_{total}(R_j)} \cdot w_j, & \text{if } p_j \text{ is a negative number}
\end{cases}
\]  

where \( N_{total}(R_j) \) is a number of all opinions in the \( j \)th review, \( N_{positive}(R_j) \) is a number of positive opinions in the \( j \)th review, \( N_{negative}(R_j) \) is a number of positive opinions in the \( j \)th review, and \( D \) is the difference between the maximum and minimum user scores. In Eq. (3) instead of directly using a review’s user score, the user score is adjusted using the distribution of sentiment polarities and by assigning a weight \( w \) to the user score. For example, if the sentiment polarity of an opinion on a specific feature is positive, then we raise the user score assigned to the feature based on the ratio of positive to negative
opinions in the same review. Conversely, when the sentiment polarity of an opinion is negative, the feature score weighting is decreased according to the ratio of positive to negative opinions in the same review. The maximum adjustment is limited in order to avoid bias that may occur when all adjusted user scores have an extreme value. In this work, $D$ is 4 because the maximum user score is 5 and the minimum user score is 1.

During feature scoring, we have assumed that if a feature is mentioned many times in a review document, then the feature had greater opinion strength than other features that are mentioned less often. Therefore, the higher the opinioned-feature frequency, the larger the weight $w$ of that feature. The weighting for opinion strength, $w$, is calculated using Eq. (4).

$$w_i = \frac{F(f_i, R_j) \cdot N(p_i, R_j)}{F_{sum}(p_i, R_j)}$$  \tag{4}

where $F(f_i, R_j)$ is the frequency at which the $i$th feature is mentioned in the $j$th review, $F_{sum}(p_i, R_j)$ is the sum of the frequency of features that have the same sentiment polarity as $p_i$ in the $j$th review, and $N(p_i, R_j)$ is the number of different features that have the same sentiment polarity as the feature is $p_i$ in the $j$th review. Using Eq. (4), weight $w$ is more than 0 and less than $N(p_i, R_j)$ in order to total sum of adjustments in both positive and negative sentiment has to be zero. For example, if there is only one feature with a given sentiment polarity then $w$ is 1. On the other hand, if there are more than two features which have the same sentiment polarity then the weighting of the stronger opinion approaches $N(p_i, R_j)$. Conversely, the weight of the weaker opinion approaches 0.

5.2.2 Sentiment analysis

The sentiment polarity $p_i$ determines whether a user score is increased or decreased is calculated during the sentiment analysis step. To handle cases in which the opinion word is context-sensitive, a PMI value takes into account the context of the words. In previous research that considered PMI values [19], only the opinion word, not its context, was considered. The method can be expressed as $SP = so(o)$, where $SP$ is the sentiment polarity of the opinion word ($o$), and $so$ is the function that derives the sentiment polarity. This expression is only valid for the common usage of the opinion word and cannot account for sentiment polarity changes when other features are being modified by that opinion word. In the expression $SP = so(f, o)$, even if feature $f$ is being modified by the opinion word $o$, the calculation still cannot handle context-sensitive words because the sentiment polarity of the opinion word can change according to the type of product (product category) it is modifying. Thus, we have used Eq. (5) to perform sentiment analysis that considers context-sensitive words.

$$SP = s(c, f, o, e)$$  \tag{5}

where $c$ is product category, $f$ is the product feature, $o$ is the opinion word, and $e$ is the feature score evaluation of a user for the feature being considered.

By considering the contexts related to a feature (i.e., product category, opinion word,
and user evaluation), more correct sentiment polarities are obtainable. To apply context consideration to sentiment analysis, sentiment dictionaries, constructed automatically from the review data, are used. Fig. 9 illustrates the process of creating the positive and negative dictionaries from the review documents.

![Diagram showing the process of creating sentiment dictionaries](image1)

**Fig. 9.** Building process of sentiment dictionary.

During such dictionary development, word segments are extracted from all review documents through a preprocessing stage. Each word segment includes the context of the word and includes the review identification (ID) number, the product category ID, the word, a POS tag for the word, sentence and word numbers, and the review’s user score. Because feature words and opinion words are used for the sentiment classification, we select word segments that have specific POS tags (see Table 1). Following selection, word segments are classified into two dictionaries based on the user score that is associated with the word segment. For example, if a user score is 5 or 4 then the word segment is stored in the positive word dictionary, while word segments associated with user scores of 1 or 2 are stored in the negative word dictionary. The sentiment polarity of opinion on feature can be calculated from the difference between the PMI values by using the positive and negative word dictionaries as shown in Eq. (6).

$$p_{ij} = \text{Sentiment Polarity}(f_i, o_j) = PMI_{positive}(f_i, o_j) - PMI_{negative}(f_i, o_j)$$

$$= \log_2 \frac{P_{positive}(f_i, o_j)}{P_{positive}(f_i) \cdot P_{positive}(o_j)} - \log_2 \frac{P_{negative}(f_i, o_j)}{P_{negative}(f_i) \cdot P_{negative}(o_j)}$$

where $p_{ij}$ is the sentiment polarity of the opinion on the $i$th feature in the $j$th review document, $PMI_{positive}$ is the PMI value from the positive word dictionary, and $PMI_{negative}$ is the PMI value from the negative word dictionary. $P_{positive}(x)$ is the probability that $x$ appeared in the positive dictionary and $P_{negative}(x)$ is the probability that $x$ is appeared in the negative dictionary. These two probabilities are the proportions of the number of reviews in which $x$ appeared within the total number of reviews. Using such an approach, context-sensitive words can be considered during the sentiment analysis process.

6. EXPERIMENTS

To determine whether the method can produce accurate summaries of a large num-
ber of reviews, experiments involving both the sentiment analysis and feature scoring methods in our model were performed using existing reviews. Online review data extracted from http://www.epinions.com/ were used for the experiments. For assessment of the sentiment analysis method, we used 16,000 review documents on 1,385 products in the Epinions “mobile phone” and “digital camera” categories (Table 2). When assessing the feature scoring method, we used 17,000 review documents on 422 products in the Epinions “digital camera”, “mobile phone”, and “hotel” categories (Table 4). To compare the performance of our model with that of existing methods, we used Turney’s approach [19] for sentiment analysis and the Red Opal system [7] for feature scoring comparisons. In particular, we focused on the performances of the two methods on context-sensitive opinion words. For the comparison of feature scoring processes, the performance measure was the precision of the overall feature score in comparison with the score in the review data.

Details of the data used in the assessment of the capacity of our model to handle context-sensitive words are shown in Table 2. We extracted 48 and 37 features from the “mobile phone” and “digital camera” categories, respectively, along with their corresponding opinions. In these data, the percentage of context-sensitive words within the opinion word total was approximately 15%. The list of context-sensitive words selected for use in this experiment was:

- big, small, high, low, long, short, many, much,
- few, several, huge, tiny, heavy, light, loud, and silent.

Table 2. Review data.

<table>
<thead>
<tr>
<th>Product category</th>
<th>reviews</th>
<th>positive reviews</th>
<th>negative reviews</th>
<th>Product feature</th>
<th>Context-sensitive word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand phone</td>
<td>2947</td>
<td>2196 (74.5%)</td>
<td>418 (25.5%)</td>
<td>48</td>
<td>734 (16.9%)</td>
</tr>
<tr>
<td>Digital camera</td>
<td>12917</td>
<td>9940 (76.9%)</td>
<td>1740 (23.1%)</td>
<td>37</td>
<td>974 (14.1%)</td>
</tr>
</tbody>
</table>

Table 3. Precision of the sentiment classification.

<table>
<thead>
<tr>
<th>Precision</th>
<th>Mobile phone</th>
<th>Digital camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous method (PMI using Web doc. Search)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.786</td>
<td>0.817</td>
</tr>
<tr>
<td>Context-independent</td>
<td>0.834</td>
<td>0.866</td>
</tr>
<tr>
<td>Context-sensitive</td>
<td>0.508</td>
<td>0.515</td>
</tr>
<tr>
<td>Our method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.784</td>
<td>0.764</td>
</tr>
<tr>
<td>Context-independent</td>
<td>0.775</td>
<td>0.758</td>
</tr>
<tr>
<td>Context-sensitive</td>
<td>0.847</td>
<td>0.797</td>
</tr>
<tr>
<td>Combined method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>0.845</td>
<td>0.857</td>
</tr>
<tr>
<td>Context-nonsensitive</td>
<td>0.848</td>
<td>0.88</td>
</tr>
<tr>
<td>Context-sensitive</td>
<td>0.831</td>
<td>0.717</td>
</tr>
</tbody>
</table>

These words were selected manually by 20 experts during the observation on the review documents. On the other hand, for Turney’s approach, sentiment polarity was derived from PMI values calculated during a search of the Web documents [19]. As shown in Table 3, the precision for all words for both products was similar in the two
methods. The PMI value based method had a slightly higher precision for context independent opinion words. However, our method produced a markedly higher precision for context-sensitive words in both product categories. We then combined the two methods and re-assessed the data using the mean value of both sentiment polarity values as a new sentiment polarity value in order to reflect the good point of each method. As a result, the precision increased for all words, context independent and context sensitive words in both products. The results indicate that our combined method performs well in all cases, and that the handling of context-sensitive words is important when classifying the sentiment polarity of an opinion.

Table 4. Experiment data for feature scoring.

<table>
<thead>
<tr>
<th>Product (selected randomly)</th>
<th>Feature (selected manually)</th>
<th>Distribution of sentiment polarities in evaluation set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Positive (%)</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>222</td>
<td>15</td>
</tr>
<tr>
<td>Digital camera</td>
<td>100</td>
<td>17</td>
</tr>
<tr>
<td>Hotel</td>
<td>100</td>
<td>22</td>
</tr>
</tbody>
</table>

In the experiment on feature scoring, 54 features and 422 products from 3 product categories were used (Table 4). The ‘mobile phone’ and ‘digital camera’ categories were devices, while the ‘hotel’ is a service. In case of devices, opinions on a product specification are typically mentioned, which can result in objectively-based opinions on many features. However, in service categories, opinions on several kinds of services may be issued in a review and subjectively-based opinions may be more prevalent.

In contrast to general review forms, the Epinions reviews include itemized evaluations of a product’s features: with ‘Pros’ representing good features and ‘Cons’ indicating poor features. To evaluate the feature scoring performance of our method and that used in Red Opal [7], the ‘Pros’ and ‘Cons’ fields within the Epinions reviews were used. If a feature is mentioned in a ‘Pros’ field then a score of 5 was assigned to that feature. In contrast, if a feature appears in a ‘Cons’ field then the feature score was 1. The overall score of a feature is its mean value within all reviews.

In the Red Opal system [7], the user score and the feature frequency are used while in our method user scores, opinioned-feature frequency and a distribution of sentiment polarities are used. In order to evaluate the performances of the two approaches, we measured how closely the overall feature scores that are derived by each method match the overall feature scores in the original evaluation set. A match was deemed to occur when the method-derived feature score and the original feature score had the same sentiment polarity. We regarded a feature score over 3 as positive, a feature score under 3 as negative.

The precisions of both scoring methods are presented in Table 5. Our adjustment-based scoring method (see section 5.2.1) resulted in a higher precision than the Red Opal method in the positive, negative, and combined cases of the three product categories tested. In the three categories, our method shows precisions that are 2-12% and 5-13% higher in positive and negative opinioned-features, respectively while within all opinioned-features, our method resulted in 3-12% higher precision than the Red Opal method.
Table 5. Precision of both scoring methods.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Previous Scoring Method</th>
<th>Our Scoring Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>0.71</td>
<td>0.27</td>
</tr>
<tr>
<td>Digital camera</td>
<td>0.84</td>
<td>0.17</td>
</tr>
<tr>
<td>Hotel</td>
<td>0.72</td>
<td>0.42</td>
</tr>
</tbody>
</table>

The results indicate that the sentiment polarity and opinion strength weighting adjustments can effectively calculate a user’s feature evaluation. In our approach, because features with positive opinions in a low-scored review and features with negative opinions in a high-scored review are scored according to the opinion for that feature, the errors that may occur when all feature scores are inherited from the overall user score are decreased and precision increases. However, in all three product categories the precision among the negative opinioned-features was lower than that among the positive opinioned-features. This phenomenon may be the result of scoring bias in the review documents because, in many review datasets, the number of reviews with a high user score is typically larger than the numbers of reviews with a low user score [30]. This bias has influence on calculation precision because the feature scoring method is based on the overall user score. Fig. 10 shows a typical result for a multiple featured product using our novel review summarization approach. The summary provides a set of calculated scores for each product feature as well as showing the scores in a bar graph format.

7. CONCLUSION

Here, we present a novel method to summarize individual feature scores from product reviews. In order to provide greater precision than that in existing methods, we analyzed the sentiment polarity of an opinion by considering the review’s context-sensitive opinion words. Subsequently, feature scores are obtained by adjusting the original user
scores by the sentiment polarities of the opinion words and by the frequency of the opinioned-feature within the available reviews. We were able to show, through experiments with actual reviews, that our method can accurately perform product review summarization at the product’s feature-level. In addition, our method resulted in higher precision than existing methods. To perform additional testing of our summarization approach, we will apply our methods to a set of Korean language product reviews. Further development of the review summarization system will focus on issues that are relevant to the Korean language. In addition, we will assess the impact of reviewer leniency by including this factor in the feature scoring process.
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