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Application-level traffic classification is an essential requirement for stable network operation and resource management. The payload signature-based classifier is considered a reliable method for Internet traffic classification. However, with this system, processing speeds are slower when high volumes of traffic are being classified in high-speed networks in real time. In this paper, we propose a method for server IP-port pair cache-based traffic classification, with the aim of increasing the processing speed and completeness of payload signature-based traffic classification. This approach takes application traffic locality into consideration. Moreover, we propose a cache data management method that has the purpose of minimizing the utilization of cache memory and processing speed and maximizing level of completeness. When our proposed method was applied to a campus network, we observe 10 times improvement in processing speed and 10% increasing in completeness against the payload signature-based classifier without a server IP-Port pair cache.
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1. INTRODUCTION

Traffic classification is an essential preliminary step in achieving efficient network resource management and the provision of a stable network service. While a number of classification methods have been proposed in the literature in recent years, the payload signature-based classification method has been shown to exhibit the highest levels of performance in terms of accuracy, completeness, and practicality [1-4]. However, the processing speed of this system is difficult to meet the requirement for real-time handling of the large volume of traffic data passing through high-speed networks [5-8]. Taking into consideration the increasing number of Internet-based applications being utilized, as well as the expanding use of applications that generate high volumes of traffic, the inadequate processing speeds of payload-based analysis systems is an important issue that needs to be addressed.

Most of the previous studies have aimed at improving the performance of payload
signature-based classifiers by making use of the pattern-matching algorithm [9-11]. However, there is a limit to the improvement in performance that can be provided by this algorithm, and it is practically impossible for this method to achieve real-time processing of the large volumes of traffic in high-speed networks.

In this paper, we propose a server IP-port pair cache-based traffic classification method aimed at increasing the processing speed of the payload signature-based traffic classification method that is currently being utilized. We furthermore propose an efficient system for managing cache data that is adaptively based on the popularity bias and the temporal locality of application traffic. The results of our experiments show that the processing speed was more than 10 times faster than that of the payload signature-based classifier without a cache and the level of completeness was improved by more than 10% when the proposed method was applied.

The applications that are used in a given network at any time may vary. However, we found that most of the network traffic is generated by only a small number of applications by understanding from our experiments on our campus network. Therefore, the number of server IP-port that clients in a network are connected to is limited, with only a few of these addresses receiving heavy traffic. When we classified the traffic in a campus network in our study, we found that the average ratio of the TCP flow to the server end-point was approximately 20 during the entire observation period. In other words, averagely five clients were connected to one server end-point, which is an example of popularity bias. The users in a network typically utilize the Internet for similar purposes. As a result, if a certain client is connected to a particular server, it is highly likely that other client will be connected to the same server in the near future. This phenomenon is referred to as temporal locality.

Several classification methods that make use of server IP port pair information have been proposed to aid in increasing the processing speed of the payload signature-based method. Baldi et al. [12] described an approach whereby the payload signature is used in a service that classifies the flows of a server’s IP-port, and then performs classification based on the service table. However, with this method, as the cache search space becomes larger, the hit rates decreases, because it is not possible to replace and delete entries in the service table when it is enlarged indefinitely. Furthermore, this approach is limited because it is possible that the IP-port of the server will dynamically change, such as p2p application. Park et al. [13, 14] proposed a time-out based cache deleting method in order to avoid explosion of the cache memory. However, the time-out based approach can only apply in unlimited cache memory environment and keeps the unused server IP-port address during the certain period time in the cache. In addition, they did not mention how to set the time-out threshold value. Therefore, a more advanced cache management method is required for efficient use of limited cache memory. In this paper, we propose a more advanced cache deletion and replacement method, in a limited and an unlimited cache memory environment, respectively.

This paper is organized as follows: In Section 2 we discuss the motivations for this study, namely, the popularity bias and temporal locality of application traffic. An overview of the methodology applied in the study is provided in Section. In Section 4, the validity of the proposed method is evaluated by means of applying it in a classification system. Finally, we provide our conclusions and outline future work in Section 5.
2. PROPERTIES OF TRAFFIC LOCALITY

In this section, we define the popularity bias and temporal locality of application traffic that motivated our proposed method. In the previous study, we only defined the popularity bias for the server IP-Port cache-based classification [13, 14]. Since it only reflects the popularity of applications, we additionally define the temporal locality to reflect that of time dimension. And we provide experimental verification of our method based on the actual traffic of a campus network.

2.1 Data Description

We now describe the types of traffic that were generated, as well as how the traffic that we used was collected for the purpose of verifying the validity of our proposed method.

Table 1 provides the details of the traffic trace making up the full payload that was used to analyse the performance of the proposed method in the experiment. The trace was obtained from the Internet junction of our campus network, which has 3,000 active users. All packets were captured from the link of the Internet border router. After analysis of long-term traffic, we confirmed that our campus network has a time-series periodicity based on a day. So, we choose only one-day traffic to analyse traffic characteristic and to verify our method.

<table>
<thead>
<tr>
<th>Location</th>
<th>Date and duration</th>
<th>Flow</th>
<th>Packet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campus</td>
<td>12/09/12 (1 Day)</td>
<td>51,477(K)</td>
<td>2,012(M)</td>
</tr>
</tbody>
</table>

Table 2 shows the 10 highest traffic volumes according to application type, based on the payload signature-based traffic classification system that we developed in previous study [1]. Since we used our previously developed system to classify all of the Internet traffic in the campus network, we found that the accuracy for flows was above 99%, and the level of completeness was greater than 85% for bytes and packets [1].

The results that are provided in Table 2 are similar to those obtained from the Bro [15] system, which is a system that is widely used for application-level traffic analysis. It
can be seen that the P2P file-sharing applications occupied the highest number of flows, at more than 50%, followed by web browser traffic. These results reveal that most of the traffic passing through the network was generated by only a small number of applications. If the assessment time these applications can be reduced, the processing speed of the entire classification system can be increased significantly.

2.2 Popularity Bias

In this section, we discuss the distribution of the server IP-port pair among the collected traffic and define the popularity bias for the application traffic in the study.

The number of server IP-port in the campus network was limited. Fig. 1 illustrates the hourly TCP flows as well as the quantities of server IP-Ports, in order to determine their distribution. We refer to a group of flows that share the same server IP, port, and L4 protocol as an SSIP (Same Server IP Port). An average of 29.59% of the flows qualified as SSIPs. The number of SSIPs in the network remained similar during the peak hours and the off-peak hours in terms of the number of users and the volumes of traffic. This is due to the fact that the application traffic in the pertinent network was limited to a certain number of SSIPs, which was independent of the number of users and the traffic volumes. We now describe how the traffic that we used was collected, and which application traffic was generated, in order to verify the validity of our proposed method.

In the study, only a certain number of SSIPs received flows. In order to determine the frequency of the appearances of SSIPs in the application traffic, Fig. 2 shows a CDF
graph of the TCP flows that were occupied by the SSIPs, as illustrated in Fig. 1. The X-axis makes use of a log scale to represent the number of SSIPs.

A total of 80% of the TCP flows were accessed by making use of fewer than 10,000 SSIPs, which means that only a small number of SSIPs received most of the applications traffic. This is an example of popularity bias. Server IP-port pairs are the addresses that are used by clients to connect to certain application services. If it is possible for such applications to be classified based on fewer than 10,000 SSIPs, and this information remains in the classification system, the flows that are accessed through one of these server IPs/Ports may be determined without payload signature classification being performed.

2.3 Temporal Locality

This section explains the concept of the temporal locality of application traffic. Temporal locality implies that, if flows are accessed through an SSIP for a certain application in a network, it is highly probable that this SSIP will receive another flow in the near future.

Fig. 3 shows a staircase graph that displays the temporal localities of the 10 most utilized SSIPs based on time. SSIP ID 2 and SSIP ID 6 appeared continually throughout the entire assessment, while the remainder of the SSIPs appeared continually at specific times. Based on these characteristics, we can conclude that, if the SSIPs of the flows of recognized applications remain in the classification system, it is possible to classify other flows that make use of the same SSIPs without performing payload signature classification.

In this paper, we propose an adaptive cache-based traffic classifier that takes the popularity bias and the temporal locality of application traffic in a network. This method is capable of increasing the processing speed of the payload signature-based classifier.

3. ADAPTIVE SSIP CACHE-BASED CLASSIFICATION METHOD

In this section, we describe the processes implemented in the proposed SSIP cache-based method for the classification and management of the adaptive cache.
3.1 SSIP Cache-based Classification

The proposed method is capable of increasing the processing speed and completeness of the traffic classification system. The SSIPs of the flows that are classified using the payload signature are stored in the cache, and are thereafter classified in order for the load for pattern matching to be reduced and the processing speed to be improved. Although the traffic classification system fails to maintain the latest payload signature due to the frequent renewals of applications that occur, if any flows are connected through the same SSIP that is stored in the cache, it is possible for these to also be classified, which increases the level of completeness.

Fig. 4 is a conceptual diagram outlining the proposed traffic classification method. In the diagram, clients A and B each create two connections through the same IP-port pair of an application server. If flow #1 that is initialized by Client A is classified based on the payload signature, flow #2 from this client, as well as flows #3 and #4 from Client B, can be classified based on the SSIP cache, without a payload signature-based classification being performed. Furthermore, it is possible for the flows to be classified by means of the SSIP cache even if the classification system does not possess the signatures for flows #2 and #4 as a result of changes in the applications that are being used.

Fig. 5 shows a flow chart summarizing the proposed method. The classification system ultimately generates flows that are labelled with the corresponding application’s name after receiving the payload signature and unlabelled flows as input. The classification system is made up of two modules: the signature-matching module and the SSIP cache management module.

The purpose of the signature-matching module is to match the flows with the SSIP cache, and then to classify the flows based on payload signatures. The module first matches flows with the SSIP cache. If a flow is classified successfully, the module then extracts the SSIP from the flow and sends it to the cache manager. Any flows that are not classified by the SSIP cache are matched by means of the payload signature-based classification method. Thereafter, the results are sent to the cache manager. The purpose of the SSIP cache management module is to insert and renew classification results in the cache, while replacing and deleting existing cache data for effective memory management.
3.2 Cache Management

In this section, we describe the cache data management process used in our proposed method, which minimizes usage of the limited memory and guarantees a maximum level of completeness.

The replacement and deletion of cache data are processes that are critical to determining the processing speed and completeness of a classification system. If it were possible for traffic classifications to be stored in the cache permanently, the completeness of the cache would continually increase. However, in actual applications, the volume of available memory is limited, and the processing speed of the classification system decreases when the volume of cache data is greatly increased due to the permanent storage of data. Furthermore, when a small cache is used, only a small number of flow classifications may be stored, which also hinders the improvement of processing speed.
The purpose of the insert module is to use the payload signature to extract the SSIPs from the classified flows, and store them in the cache. The update module updates the hit counts for the SSIPs that are associated with the flows classified according to the SSIP cache that have been stored in the cache. These hit counts then become a criterion for determining whether or not cache data should be deleted.

The replace and delete module serves to replace or delete cache data. The SSIP cache is used to improve the processing time and completeness. If cache data are permanently stored in the cache and repeatedly classified, the search volume increases, which results in processing delays. Furthermore, if the server host information for P2P applications remains in the cache, the accuracy of classification is decreased. As a result, the replacement and deletion of cache data is required.

The rearrangement module makes use of hit counts to arrange the entries that possess the same hashing keys. Frequent occurrences of high-volume traffic may decrease the processing speed even though the double-hashing memory structure reduces the volume of data. Cache data that have the same key values are rearranged according to the frequency of their use during classifications, and are matched in order of the most frequently used data. This process may contribute to increasing the speed of searches.

The method that should be applied for cache data management is determined according to whether the amount of memory is limited or unlimited. In this study, we propose a cache management method that takes both memory conditions into consideration: the replacement module is applied when the memory is limited, while the delete module is used in the case of unlimited memory.

### 3.2.1 SSIP cache replacement

Cache replacement is applied in environments where there is limited memory. When the cache memory is full and the insertion of a new SSIP that has been classified based on the payload signature is requested, an existing SSIP entry in the cache will be replaced with this new entry. Formula 1 is applied to determine which data can be deleted.

The parameter represents an entry that is stored in the SSIP cache, while \( C(t) \) denotes the set of all entries that are stored in the cache during a period of time \( t \). \( F_{c,t} \) represents the hit count for the pertinent entry that is expected for \( t \), while \( H_{c,t} \) is the hit count that is actually measured for \( t \). Initially, \( F_{c,t} \) is set to 0. The \( \alpha \) parameter is a constant that ranges from 0 to 1. If \( \alpha \) is set to a larger value, the previously estimated hit count (\( F_{c,t} \)) is given a greater weighted value, and the next hit count is then estimated. If \( \alpha \) is set to a smaller value, however, the current hit count that is measured is given a greater weighted value, and the next hit count is then estimated.

\[
\forall e \in C(t), \quad F_{c,t+1} = \alpha F_{c,t} + (1 - \alpha)H_{c,t}, \quad 0 \leq \alpha \leq 1
\] (1)

Formula 1 reflects the concepts of popularity bias and temporal locality simultaneously. The SSIPs with high cache hit rates are available as a result of the popularity bias. Such SSIPs need to remain in the cache since they increase the cache hit rates, while being used frequently for only a certain period of time due to the temporal locality. As a result of this, there is a need for some SSIPs to be deleted when they have not been used recently. If the current hit count is given a greater weighted value based on the \( \alpha \) value,
the SSIPs that were being used frequently a substantial amount of time ago are deleted, while those that are being used frequently at the current time remain in the cache.

A section of pseudo code for cache data management in a limited memory environment is provided in Algorithm 1. Insertions, deletions, and updates are performed at the time of flow classification, and the value of $F_{e,t+1}$ is calculated once the analysis of $t$ has been completed.

Algorithm 1: Cache management with limited cache memory.

1: $e$: Entry in cache  
2: $\alpha$: Constant value  
3: $F_{e,t}$: Forecast cache hit count at $t$  
4: $H_{e,t}$: Hit count at $t$  
5: for each SSIP of classified flow do  
6:     if cache is full  
7:         searchEntryMinExpectHitCount()  
8:         deleteEntryMinExpectHitCount()  
9:         insertEntry($H_{e,t} = 1$)  
10:     else  
11:         if $e$ exists in cache  
12:             updateEntry($H_{e,t}++$)  
13:         else  
14:             insertEntry($H_{e,t} = 1$)  
15: done  
16: // update $F$ value of all $e$ in cache  
17: for each $e$ in cache at $t$ do  
18:     $F_{e,t+1} = \alpha F_{e,t} + (1-\alpha)H_{e,t}$  
19: done

3.2.2 SSIP cache deletion

The cache replacement takes place when the cache memory is full, whereas the cache deletion is applied in cases where unlimited memory exists such as time-out based deletion method [13]. Typically a time-out-based deletion method is used to delete data if it the data has remained in cache memory for longer than the threshold time regardless of memory usage. However, this approach keeps the unused server IP-Port address during the certain period of time in the cache. Therefore, we propose a more advanced cache deletion method for efficient use of limited memory.

The cache deletion is performed when $F_{e,t+1}$ decreases to below the threshold that is independent of the cache memory.

When a flow is classified, deletions and updates occur within the cache. When a flow is classified for $t$, $F_{e,t+1}$ is calculated and entries that fall below the threshold are deleted.
Algorithm 2: Cache management with unlimited cache memory.

1: $e$: Entry in cache $\alpha$: Constant value
2: $F_{e,t}$: Forecast cache hit count at $t$
3: $H_{e,t}$: Hit count at $t$
4: $TH_{F}$: Threshold for forecast cache hit count
5: // insert a new $e$ into cache
6: for each SSIP of classified flow do
7:     if $e$ in cache
8:         updateEntry($H_{e,t} += 1$)
9:     else
10:         insertEntry($H_{e,t} = 1$)
11: done
12: for each $e$ in cache at $t$ do
13:     $F_{e,t+1} = \alpha F_{e,t} + (1-\alpha)H_{e,t}$
14: done
15: // delete an old $e$ in cache
16: for each $e$ in cache at $t$ do
17:     if $F_{e,t+1}$ less than $TH_{F}$
18:         deleteEntry($e$)
19: done

3.2.3 SSIP cache rearrangement

Classification systems that are applied to high-volume traffic operate in real time and store large volumes of data in the SSIP cache. There is therefore a need for a memory structure and a matching mechanism that are capable of managing the cache memory effectively.

In this study, we propose a cache management method that makes use of a double-hashing memory structure. The entries in the cache are rearranged by probability of occurrence, which are computed from the history of successful matches.

Single hashing increases the number of nodes possessing the same keys when searches are being performed using a high volume of data. As a result, single hashing can lead to unwanted loads in traffic classification processes. Enlarging the size of the hash table is a potential solution, but is ineffective because the memory spaces are limited in classification systems. Double hashing minimizes the number of nodes possessing the same keys and reduces the size of the search space by means of a two-phased hashing key generation method. Based on the traffic volumes in the campus network used in our study, we set the size of the hash table to $2^8 \times 2^{16}$. For the first-phase hash keys, we used only three bits, which were formed from the sum of the last eight bits of the server IP, port, and L4 protocol. The second-phase hash keys were formed by adding two bytes to the beginning and end of the server IP. Although a double-hashing memory structure reduces the volume of data, frequent crashes may still decrease the processing speed. The cache data with the same keys are rearranged for classification based on the frequency of their use, and are matched in order of the most frequently used data. These processes are capable of enhancing search speeds.
4. EVALUATION

For the evaluation of our study, we used the actual traffic obtained from a campus network to verify the method that was proposed in Section 3, and to assess the processing speed and completeness of the proposed SSIP cache-based traffic classifier.

In the evaluation, formula 1 was applied to estimate a weighted hit count. A reasonable $\alpha$ value was required because $\alpha$ has a significant effect on the estimated hit count. Formula 2 determines the MSE (Mean Square Error) of an estimator in a time series analysis.

$$MSE = \frac{\sum (H_{e,t} - F_{e,t})^2}{T} \quad (2)$$

The MSE of our proposed system was estimated hit counts were closest to the actual hit counts when $\alpha$ was set at 0.3. Table 3 shows the MSE values for the estimated hit counts as $\alpha$ increases from 0.1 to 0.9. When the value of $\alpha$ was small, the current hit count was assigned a greater weighted value in order for the MSE to be reduced. When $\alpha$ was larger, the estimated hit count was more affected by the past usage frequencies, which hindered the estimation of the current values. Since the usage frequencies of the SSIPs were greatly varied, it was appropriate to assign higher weighted values to the current values.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>2,879</td>
<td>2,741</td>
<td>2,901</td>
<td>3,757</td>
<td>10,099</td>
</tr>
</tbody>
</table>

Fig. 7. Comparison of the estimated and the actual hit counts according to $\alpha$.

Fig. 7 illustrates the estimated hit counts and the actual hit counts as the value of $\alpha$ was changed. It can be seen that the estimated hit counts were closest in value to the actual hit counts when $\alpha$ was equal to 0.3.

4.1 Limited Cache Memory

In this section, we assess the performances of the LFU and LRU methods that are used to determine the optimal size of the cache in a limited memory environment. These
methods are generally applied to cache replacement algorithms. We furthermore assess the performance of our method.

In this study, we assessed the completeness levels achieved when using the LRU, LFU, and proposed methods, in order to determine the optimal size of the cache, while changing the size of the cache based on all of the SSIPs (709,200) that were generated during a particular day. Fig. 8 illustrates the changes in levels of completeness according to the different sizes of the cache. The three algorithms exhibited a similar level of completeness when the SSIP cache was at 60% of its maximum size.

In order to assess the performances of the three algorithms, we calculated the number of insertions that were made into the cache, and found that the proposed method required the lowest number of insert operations.

![Fig. 8. Comparison of completeness according to cache size.](image)

![Fig. 9. Comparison of insertion operation counts.](image)

Fig. 9 shows the counts of the insert operations for the LRU, LFU, and proposed methods when the cache size was at 60% of its maximum size. All three algorithms exhibited very similar counts for insert operations until the cache reached capacity, but thereafter, the proposed method was found to have the lowest counts. This means that the entries that were likely to be requested from the cache continued to be stored in it. In
addition, we conduct a random replacement strategy which deletes random entry when the number of entry reaches maximum cache capacity. However, the result of random strategy showed non-steady performance result in more than 10 repetitive tests but the average performance of the random strategy was much lower compared with other three methods. So, we ignore the random strategy in this paper.

4.2 Unlimited Cache Memory

In this section, we compare the performance of the cache deletion method [13, 14] to the time-out based deletion method in an unlimited cache memory environment. The time-out-based method is used to delete data if it the data has remained in cache memory for longer than the threshold time. The performance of the time-out-based method varies based on the threshold applied; therefore, it is important that the correct threshold be determined. In order to determine the time-out threshold, we measured the flow inter-arrival time for each SSIP, as shown in the CDF graph provided. In our study, the majority of the SSIPs received flows within two hours. Therefore, the time-out threshold was set to two hours.

![Flow interarrival-time in a SSIP](image)

The method applied in the unlimited memory environment makes use of a threshold value for the deletion of cache data. When the threshold value for the proposed method was set to $10^{-5}$, the completeness was shown to be similar to that of the time-out-based method.

Table 4 shows a comparison of the levels of completeness of the proposed method when different thresholds are used, and the time-out-based method. In the time-out-based method, the unused data from the past two hours is also stored in the cache. However, the proposed method makes use of weighted values to guarantee a similar completeness within a shorter time.

When the threshold value was set to $10^{-5}$ and the cache sizes of the time-out-based method and our method were compared, it was found that the cache size of the our method was 3%-10% smaller than that of the other method, as shown in Fig. 11. The reason for this result is that the proposed method was capable of deleting unused data at a faster rate than the other method.
Table 2. Completeness according to threshold.

<table>
<thead>
<tr>
<th>Method</th>
<th>Threshold</th>
<th>Completeness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>$10^{-2}$</td>
<td>79.63%</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>80.01%</td>
</tr>
<tr>
<td></td>
<td>$10^{-4}$</td>
<td>82.21%</td>
</tr>
<tr>
<td></td>
<td>$10^{-5}$</td>
<td>83.53%</td>
</tr>
<tr>
<td>Time-out</td>
<td>2 hours</td>
<td>83.54%</td>
</tr>
</tbody>
</table>

Fig. 11. Evaluation of cache size.

Fig. 12. LFU with threshold vs. proposed method.

Fig. 12 shows the comparison between the levels of completeness of the proposed method and the method that makes use of unlimited cache memory in conjunction with the threshold from the LFU, which exhibited solid performance in limited cache memory settings. As can be seen from the figure, the level of completeness of the proposed method was slightly higher.

4.3 SSIP Cache Rearrangement

In this section, we discuss the results of a performance assessment of a method where-
by cache entries are rearranged using the same hash keys and frequently used SSIPs are prioritized during the matching process.

When the cache data were rearranged, the number of cache matching attempts made was found to be 10% lower than the number of attempts that were made in the random storage method. Fig. 13 provides a comparison of the matching attempts of the proposed method, in which the cache entries were rearranged using an estimated hit count, and a method in which the cache entries were stored randomly. When the number of entries in the cache was low, the effect of the rearrangements was minor, because fewer hash key conflicts occurred. However, when the number of entries exceeded a certain threshold, the rearrangements resulted in a 10% reduction in the number of matching attempts when compared to the random matching attempts.

4.4 Performance of SSIP Cache-based Classification

This section provides an assessment of completeness and processing speeds of the proposed method and that of a payload signature-based classifier without a cache. The processing speed of the proposed method was averagely 5 times faster than that of the payload signature-based classifier without a cache. Fig. 14 shows the classification times when using the SSIP cache-based classification method, with the hours for the payload signature-based classifier used as the baseline.
The processing time of the payload signature-based classifier without a cache increased drastically between 09:00 and 21:00 when there was a peak in traffic. In contrast, the processing time of the proposed method did not exhibit a significant increase during those hours, because the cache-based classification method was capable of processing higher volumes of traffic.

In comparison to the payload signature-based classifier without a cache, the proposed method classified an additional 10% of the traffic according to flows. Fig. 15 shows the traffic rates for the payload signature classifier and the SSIP cache classifier. Area A represents the percentage of traffic that was classified by means of the payload signature-based classifier without a cache, while Area B represents the percentage of traffic that was classified using the SSIP cache-based classifier.

Area A∩B represents the percentage of traffic that could be used by the proposed classification system to increase the processing speed. Although payload signature matching could also be applied in this area, the SSIP cache was capable of increasing the processing speed by using matching that was based only on server IP-Port pair. That is, 26.76% of the flows in the university network could be classified by using only the server IP-Port pair.

Area B-A shows the percentage of traffic that was classified by means of the proposed classification method but failed to be classified by the payload signature-based classification method. When a single server IP-Port pair extracted a portion of the payload signature, as opposed to the entire payload signature, for an application with multiple functions, the SSIP cache classified the remaining traffic flows. This result makes it clear that the level of completeness was increased by applying the proposed method. In addition, the proposed method was shown to be capable of using information regarding the server IP-Port pairs to classify the flows from which payload signatures were not extracted due to protocol obfuscation or encryption.

5. CONCLUSION AND FUTURE WORKS

In this paper, we proposed an SSIP cache-based classification method for increasing the processing speed of the payload signature-based traffic classification system. We furthermore proposed a cache management method that is appropriate for environments
with either limited or unlimited memory caches and maximizes the performance of the SSIP cache classifier. Our approach takes both the popularity bias and the temporal locality of application traffic into consideration. In our study, we compared our proposed classification method to the payload signature-based classification method without cache, and found that the processing speed was more than 10 times faster when our method was applied. Furthermore, the level of completeness was increased by 10% as a result of the classification of the traffic flows that could not be classified by the payload signature-based classifier without a cache.

We proposed a cache management method that applies the same weighted values to hit counts for the server IP-port caches for all of the applications. We plan to study a cache management method that considers the traffic patterns generated by different types of applications and applies different cache replacement policies.
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