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Abstract

It has been observed by many researchers that the discrete cosine transform (DCT) has wide applications in speech and image processing, as well as telecommunication signal processing for the purpose of data compression, feature extraction, and filtering. In this paper, we present a new method to design fast recursive algorithms for the DCT. The proposed method is based on certain recursive properties of the DCT coefficient matrix, and can be generalized to design recursive algorithms for the 2-D DCT.

It is worthwhile to show that the recursive algorithms we design are able to decompose the DCT into two balanced lower-order subproblems in comparison to previous research works. Therefore, our algorithms are especially suitable for the parallel computation. We have proposed two parallel algorithms, which can reduce the parallel computation steps from linear order down to logarithmic order. In addition, when converting our algorithms into hardware implementations, we require fewer hardware components than other DCT algorithms.
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1 Introduction

This paper is concerned with designing fast recursive algorithms for the discrete cosine transform (DCT). Ahmed and Rao [2], Elliott and Rao [10], Jain [18], Rao and Yip [32], and other researchers pointed out that the DCT is especially suitable for implementing data compression, feature extraction, and filtering. This is because the DCT performs much like the theoretically optimal Karhunen-Loeve transform for the first-order Markov stationary random data [2] [11] [18] [32]. For the applications of the DCT in image processing, speech processing, and filtering, consult [3] [8] [14] [21] [22] [31] [33] [34].

In order to compute the DCT efficiently, fast algorithms have been intensively studied. In general, they can be classified into two approaches: indirect computation; and direct computation. Indirect computation algorithms adopt the fast Fourier transforms [1] [13] [26] [30] [37] [39] or the fast Hartley transforms [16] [27] [28], or convert the DCT's into circular convolutions which can be computed very efficiently using distributed arithmetics [25]. On the other hand, direct computation algorithms use techniques such as matrix factorizations [7] [35] [40] [41] [42] [43], divide and conquer method [23], recursive decomposition [17], prime-factor decomposition [24], and small odd-length DCT modules which are derived from Winograd's small modules of real-valued discrete Fourier transforms (DFT's) [15] [44].

In general, indirect computation algorithms took advantage of using existing fast algorithms. However, additional operations were often involved in the computation steps. On the other hand, direct computation algorithms generally required fewer computation steps than indirect computation algorithms; however, it was tedious to prove their correctness. Moreover, it was often not easy to give a clear procedure to describe their computation.

Hardware implementations also have been proposed. Jalali and Rao [19] designed a processor, which was based on a matrix factorization algorithm developed by Chen, Smith, and Fralick [7]. Vetterli and Ligtenberg [38] designed a Fourier-Cosine transform chip based on Vetterli and Nussbaumer's algorithm [39], which could compute an N-point DCT by an N-point DFT and several rotations. Cho and Lee [9] proposed two different implementations for computing the DCT on
the existing VLSI DFT architectures. Chakrabarti and JaJa [4] designed a DCT systolic architecture, which was based on their discrete Hartley transform systolic architecture. Chang and Wu [6] proposed a systolic array, which could recursively generate coefficients of the DCT matrix; the systolic array performed operations similar to implement a matrix-vector multiplication. Sun, Wu, and Liou [36] used bit-serial and bit-parallel data structures to implement vector inner products; their architecture did not require multipliers, instead, a large table was required to store cosine coefficients in binary form. In general, the requirements for the hardware implementations they emphasized included regular functional units, regular data flows, minimum number of multipliers, and fast throughput. However, these requirements could not be satisfied at the same time.

2-D DCT algorithms also have been studied. The conventional approach for their fast computation is the row-column method. This method requires $N_1$ sets of $N_2$-point and $N_2$ sets of $N_1$-point 1-D DCT's for the computation of an $(N_1 \times N_2)$-point DCT. Makhoul [26], by applying the similar idea in Haralick [13], derived a 1-D DCT algorithm which was essentially identical to that of Narasimha and Peterson [30]; however, the input data points could be even or odd. Then, by generalizing his 1-D derivation method, he showed how an $(N_1 \times N_2)$-point DCT could be computed using an $(N_1 \times N_2)$-point real DFT. However, the 2-D DFT was still computed by the row-column method.

Besides, there also existed algorithms working directly on the 2-D input data set and not separately on rows and columns. Kamanger and Rao [20], who arranged the 2-D input data and output data into 1-D arrays in lexicographical order, wrote the needed 2-D transform coefficients as the Kronecker product of the two 1-D DCT coefficient matrices and yielded the sparse matrix factorization for that 2-D coefficient matrix. Their algorithm performed fewer multiplications and additions than that of Makhoul's algorithm. In the Haque's algorithm [12], an $(N_1 \times N_2)$-point DCT was decomposed into four $(N_1^2 \times N_2^2)$-point subproblems. Each of the subproblems was a linear combination of four $(N_1^2 \times N_2^2)$-point DCT and scaled by two diagonal matrices, whose diagonal entries were all fractions in the form of one over a certain cosine coefficient. His algorithm might be regarded as an extended 2-D version of Lee [23]; however, both of them suffered from the same problem of numerical instabilities because of the round-off error. Based on Hou's 1-D algorithm [17], Chan and Ho [5] proposed an 2-D algorithm, in which the numbers of multiplications and
additions were the same as that of Haque's algorithm; however, unlike Haque's algorithm, their algorithm was numerically stable.

Generally, the above algorithms are efficient, if we only count the number of multiplications and the number of additions required. However, there are other important operations in the algorithms, for instance, the memory reference operations and the shift operations. In effect, none of the above algorithm designers have considered the complexities of the effort for arranging data in appropriate memory locations; in addition, none of them have considered the complexities of doing shift operations. Although the memory reference operations or the shift operations may be unimportant in conventional computers, they must be considered if we want to design hardware implementations.

There are other important issues for designing a good DCT algorithm. Besides proving the correctness of the algorithm, the procedure of the algorithm must be clear. Furthermore, the algorithm should be easily generalized to solve higher-order problems, provided we have solved lower-order problems. This property is especially attractive when we consider hardware implementations, because it allows us to use regular components to synthesize hardware to solve high-order problems.

It is our goal in this paper to present a recursive DCT algorithm, which can be used to solve a higher-order problem from lower-order problems. In addition, these algorithms can be easily generalized as a 2-D DCT recursive algorithm. Moreover, these algorithms should be easily converted into hardware implementations.

Although Hou [17] also designed a 1-D DCT recursive algorithm previously, his method was quite different from ours. Based on the work of Narasimha and Peterson [30], Hou wrote the angle of the DCT kernel as the angle of the DFT kernel plus a variable phase angle. Then, by using this particular form of the kernel, he permuted rows and columns in a certain order and proved the recursive property for the DCT coefficient matrix. Unlike his method, we investigate the recursive property of the DCT coefficient matrix directly from the definition of the DCT kernel. Moreover, we can derive our recursive algorithm directly from the recursive properties of the DCT coefficient matrix. In our algorithm, the input data are arranged in the following order:
the even indexes are first placed in increasing order, then the odd indexes are arranged but in decreasing order. This order was also suggested in [30] and used by Hou. However, our intermediate steps for arranging data into appropriate memory locations require shuffle-exchanges, rather than Hou's bit-reversed shuffling. Finally, our algorithm is more balanced than Hou's algorithm when decomposing the DCT into several functional submodules. Therefore, our algorithm is more attractive than his algorithm when performing a parallel computation. In effect, when comparing the hardware implementations, our algorithm requires fewer hardware components than that of Hou's implementation. In addition, the parallel computation time of our implementation is also less than that of his implementation.

Detailed analysis of our algorithms' complexities is also provided in this paper. The complexity criteria discussed in this paper include the numbers of multiplications, additions, shifts, and memory references. For the 1-D DCT implementation, the number of multiplications and the number of additions of the proposed algorithm are the same as that of Hou's algorithm. However, for the 2-D DCT implementation, the number of multiplications required in our algorithm is less than that of Chan and Ho's implementation [5], which is based on Hou's 1-D DCT algorithm; while the number of additions required in our algorithm is the same as that of their algorithm. Detailed comparisons of the numbers of operations required are given in Section 6 and Section 8.

We also propose parallel algorithms and hardware implementations for the DCT. In order to reduce the parallel computation steps, we introduce two parallel algorithms: one is based on the recursive doubling technique, the other is based on the cyclic reduction technique. These two algorithms, which show the trade-offs between cost and performance, can reduce the parallel computation steps from linear order down to logarithmic order. In addition, they can be easily converted into hardware implementations.

The rest of this paper is organized as follows. In Section 2, we will explore the recursive property of the DCT coefficient matrix. In Section 3, we derive the 1-D DCT algorithm, and we give a formal procedure to describe the algorithm. In Section 4, analysis of the DCT algorithm is given. In Section 5, we propose parallel algorithms and hardware implementations of the DCT. In Section 6, we generalize our method to derive a 2-D DCT recursive algorithm. Finally, some
concluding remarks are given in Section 7.

2 Properties of the DCT Coefficient Matrix

For a given input data sequence \( x_n, 0 \leq n \leq N - 1 \), the DCT output sequence \( X_k, 0 \leq k \leq N - 1 \), is defined by

\[
X_k = \sqrt{\frac{2}{N}} \epsilon(k) \sum_{n=0}^{N-1} x_n \cos\left(\frac{\pi(2n + 1)k}{2N}\right),
\]

where

\[
\epsilon(k) = \begin{cases} 
\frac{1}{\sqrt{2}}, & \text{for } k = 0; \\
1, & \text{for } 1 \leq k \leq N - 1.
\end{cases}
\]

Equation (1) can be written in a matrix-vector multiplication form \( X = \hat{C}_N x \), where \( X = (X_0, X_1, \ldots, X_{N-1})^T \), \( x = (x_0, x_1, \ldots, x_{N-1})^T \), and the \( N \times N \) DCT coefficient matrix \( \hat{C}_N = [\hat{C}_N(k,n)] \), \( 0 \leq k, n \leq N - 1 \), which is defined by

\[
\hat{C}_N(k,n) = \begin{cases} 
\sqrt{\frac{2}{N}} \frac{1}{\sqrt{2}} \cos\left(\frac{\pi(2n + 1)k}{2N}\right), & \text{for } k = 0, \ 0 \leq n \leq N - 1; \\
\sqrt{\frac{2}{N}} \cos\left(\frac{\pi(2n + 1)k}{2N}\right), & \text{for } 1 \leq k \leq N - 1, \ 0 \leq n \leq N - 1.
\end{cases}
\]

In this section, we want to derive a recursive formula for the DCT coefficient matrix. For convenience, we assume throughout this paper that \( N \) has a value of 2 to a power. We will remove \( \epsilon(k) \) and the normalization factor \( \sqrt{\frac{2}{N}} \) for every entry \( \hat{C}_N(k,n) \) defined in Equation (3), since they can be done in a separate step. Therefore, from now on, we deal with a simplified DCT version \( X = C_N x \), where

\[
C_N(k,n) = \cos\left(\frac{\pi(2n + 1)k}{2N}\right), \text{ for } 0 \leq k, n \leq N - 1.
\]

We now analyze the DCT coefficient matrix \( C_N \). We will arrange both columns and rows in a certain order so that the resulting coefficient matrix has a recursive structure. First, we notice that in each of the even rows an entry is equal to the reflected-symmetric one, i.e., each row has mirror image terms which have corresponding values. While in each of the odd rows an entry is equal to the reflected-symmetric one but with an opposite sign.

Lemma 1: For \( 0 \leq n \leq N - 1 \),

\[
C_N(k,n) = \begin{cases} 
C_N(k,N - 1 - n), & \text{if } k \text{ is even}; \\
-C_N(k,N - 1 - n), & \text{if } k \text{ is odd}.
\end{cases}
\]
Proof: From Equation (4),
\[
C_N(k, N - 1 - n) = \cos\left(\frac{\pi(2(N - 1 - n) + 1)k}{2N}\right)
= \cos\left(k\pi - \frac{\pi(2n + 1)k}{2N}\right)
= \begin{cases} 
C_N(k, n), & \text{if } k \text{ is even;} \\
-C_N(k, n), & \text{if } k \text{ is odd.}
\end{cases}
\]

We now introduce two auxiliary matrices which are used to construct the recursive formula of the DCT coefficient matrix.

Definition:

1. Let \( P_N \) be the column permutation which arranges columns of a \( N \times N \) matrix in the order of
\[
0, 2, 4, 6, \ldots, N - 2, N - 1, N - 3, \ldots, 7, 5, 3, 1.
\]
Define \( \bar{C}_N = C_N P_N \), and whose \((k, n)\)-th entry is \( \bar{C}_N(k, n) \).

2. Let \( S_N^T \) be the row permutation which arranges rows of a \( N \times N \) matrix in the order of
\[
0, 2, 4, 6, \ldots, N - 2, 1, 3, 5, 7, \ldots, N - 1.
\]
Define \( \hat{C}_N = S_N^T \bar{C}_N \), and whose \((k, n)\)-th entry is \( \hat{C}_N(k, n) \).

We prefer to use \( S_N^T \) to denote the row permutation matrix, because when performing \( S_N^T \) on a vector, the operation is an unshuffled exchange. The symbol \( S_N \) is reserved for performing a shuffle exchange operation. In the following, we show the relationship among \( C_N \), \( \bar{C}_N \), and \( \hat{C}_N \). Lemma 2 can be obtained immediately from the definitions of \( \bar{C}_N \) and \( \hat{C}_N \).

Lemma 2:

1. For \( 0 \leq n \leq \frac{N}{2} - 1 \),
\[
\bar{C}_N(k, n) = C_N(k, 2n), \quad \text{and}
\bar{C}_N(k, n + \frac{N}{2}) = C_N(k, N - 1 - 2n).
\]

2. For \( 0 \leq k \leq \frac{N}{2} - 1 \),
\[
\hat{C}_N(k, n) = \bar{C}_N(2k, n), \quad \text{and}
\hat{C}_N(k + \frac{N}{2}, n) = \bar{C}_N(2k + 1, n).
\]
Lemma 3: For $0 \leq k \leq \frac{N}{2} - 1$ and $0 \leq n \leq \frac{N}{2} - 1$,

\[
\tilde{C}_N(k, n) = \tilde{C}_N(k, n + \frac{N}{2}), \quad \text{and} \\
\tilde{C}_N(k + \frac{N}{2}, n) = -\tilde{C}_N(k + \frac{N}{2}, n + \frac{N}{2}).
\]

Proof:

For $0 \leq k \leq \frac{N}{2} - 1$ and $0 \leq n \leq \frac{N}{2} - 1$,

\[
\tilde{C}_N(k, n + \frac{N}{2}) = \tilde{C}_N(2k, n + \frac{N}{2}) \quad \text{(from Lemma 2)} \\
= C_N(2k, N - 1 - 2n) \quad \text{(from Lemma 2)} \\
= C_N(2k, 2n) \quad \text{(from Lemma 1)} \\
= \tilde{C}_N(2k, n) \quad \text{(from Lemma 2)} \\
= \tilde{C}_N(k, n) \quad \text{(from Lemma 2)}
\]

\[
\tilde{C}_N(k + \frac{N}{2}, n + \frac{N}{2}) = \tilde{C}_N(2k + 1, n + \frac{N}{2}) \quad \text{(from Lemma 2)} \\
= C_N(2k + 1, N - 1 - 2n) \quad \text{(from Lemma 2)} \\
= -C_N(2k + 1, 2n) \quad \text{(from Lemma 1)} \\
= -\tilde{C}_N(2k + 1, n) \quad \text{(from Lemma 2)} \\
= -\tilde{C}_N(k + \frac{N}{2}, n) \quad \text{(from Lemma 2)}
\]

We now consider the $\frac{N}{2} \times \frac{N}{2}$ upper-left corner submatrix of $\tilde{C}_N$, and we find that it is equal to $\tilde{C}_N$.  

Lemma 4:

\[
\begin{bmatrix}
[\tilde{C}_N(k, n)] \\
0 \leq k \leq \frac{N}{2} - 1 \\
0 \leq n \leq \frac{N}{2} - 1
\end{bmatrix} = \tilde{C}_N
\]

Proof: We first prove that $\tilde{C}_N(k, n) = C_N(2k, 2n)$. Then we prove that $\tilde{C}_N(k, n) = C_N(2k, 2n)$.

For $0 \leq k, n \leq \frac{N}{2} - 1$, we have

\[
\tilde{C}_N(k, n) = \tilde{C}_N(2k, n) \quad \text{(from Lemma 2)} \\
= C_N(2k, 2n) \quad \text{(from Lemma 2)}.
\]

On the other hand, for $0 \leq k \leq \frac{N}{2} - 1$ and $0 \leq n \leq \frac{N}{2} - 1$,

\[
\tilde{C}_N(k, n) = C_N(k, 2n) \quad \text{(from Lemma 2)} \\
= \cos(\frac{2(4n+1)k}{2(\frac{N}{2})}) \quad \text{(from Equation (4))} \\
= C_N(2k, 2n).
\]
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And for \( 0 \leq k \leq \frac{N}{2} - 1 \) and \( \frac{N}{4} \leq n \leq \frac{N}{2} - 1 \),
\[
\bar{C}_{\frac{N}{2}}(k, n) = \bar{C}_{\frac{N}{2}}(k, (n - \frac{N}{4}) + \frac{N}{4}) \\
= C_{\frac{N}{2}}(k, \frac{N}{2} - 1 - 2(n - \frac{N}{4})) \quad \text{(from Lemma 2)} \\
= C_{\frac{N}{2}}(k, N - 1 - 2n) \\
= \cos(\frac{\pi(2N - 4n - 2 + 1)k}{2(\frac{N}{2})}) \quad \text{(from Equation (4))} \\
= \cos(\frac{\pi(4n + 1)k}{2(\frac{N}{2})}) \\
= C_N(2k, 2n). \quad \square
\]

Furthermore, if we denote the submatrix
\[
[\bar{C}_N(k + \frac{N}{2}, n)]_{0 \leq k \leq \frac{N}{2} - 1} \quad 0 \leq n \leq \frac{N}{2} - 1
\]
as \( D_N \), then from Lemma 3 and Lemma 4 we obtain the following theorem.

**Theorem 5**

\[
\hat{C}_N = \begin{bmatrix} \bar{C}_{\frac{N}{2}} & \bar{C}_{\frac{N}{2}} \\ D_{\frac{N}{2}} & -D_{\frac{N}{2}} \end{bmatrix} \quad \square
\]

In Theorem 5, \( \hat{C}_N \) can be arranged to get \( \hat{C}_N \). However, in order to get a recursive algorithm, \( D_N \) must be converted into a certain form related to either \( \hat{C}_N \) or \( \hat{C}_N \). In the following lemma, we show that \( D_N \) can be decomposed into the product of three matrices, including one regular lower triangular matrix \( L_N \), one \( \bar{C}_N \), and one diagonal matrix \( Q_N \).

**Lemma 6**

\[
D_N = L_N \bar{C}_N Q_N
\]

where \( L \) is a lower triangular matrix defined by
\[
L_N = \begin{bmatrix}
1 & 0 & 0 & 0 & \ldots & 0 \\
-1 & 2 & 0 & 0 & \ldots & 0 \\
1 & -2 & 2 & 0 & \ldots & 0 \\
-1 & 2 & -2 & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & 2 & -2 & 2 & \ldots & 2
\end{bmatrix}
\]

and
\[
Q_N = \text{diagonal} [\cos(\theta_n)],
\]
\[
\theta_n = \frac{(4n + 1)\pi}{2N}, \quad \text{for} \ 0 \leq n \leq \frac{N}{2} - 1.
\]
Proof: It is sufficient to prove the following general form:

For some fixed \( n \), we have

\[
D_{\frac{N}{2}}(k, n) = (L_{\frac{N}{2}}(k, 0), L_{\frac{N}{2}}(k, 1), \ldots, L_{\frac{N}{2}}(k, k))(\bar{C}_{\frac{N}{2}}(0, n), \bar{C}_{\frac{N}{2}}(1, n), \ldots, \bar{C}_{\frac{N}{2}}(k, n))^T \cos(\theta_n),
\]

for \( k = 0, 1, \ldots, \frac{N}{2} - 1 \),

where

\[
L_{\frac{N}{2}}(k, i) = \begin{cases} 
(-1)^{k-i}, & \text{if } i = 0; \\
(-1)^{k-i}2, & \text{if } 1 \leq i \leq k.
\end{cases}
\]

First, we can write the values of both \( \bar{C}_{\frac{N}{2}}(k, n) \) and \( D_{\frac{N}{2}}(k, n) \) in terms of \( \theta_n \). For \( 0 \leq k, n \leq \frac{N}{2} - 1 \),

\[
\bar{C}_{\frac{N}{2}}(k, n) = \bar{C}_N(k, n) \quad \text{(from Theorem 5)}
= \bar{C}_N(2k, n) \quad \text{(from Lemma 2)}
= C_N(2k, 2n) \quad \text{(from Lemma 2)}
= \cos\left(\frac{(4n+1)2k}{2N}\right) \quad \text{(from Equation (4))}
= \cos(2k\theta_n).
\]

\[
D_{\frac{N}{2}}(k, n) = \bar{C}_N(k + \frac{N}{2}, n) \quad \text{(from Theorem 5)}
= \bar{C}_N(2k + 1, n) \quad \text{(from Lemma 2)}
= C_N(2k + 1, 2n) \quad \text{(from Lemma 2)}
= \cos\left(\frac{(4n+1)(2k+1)}{2N}\right) \quad \text{(from Equation (4))}
= \cos((2k + 1)\theta_n).
\]

Having the above two relations, we can begin to prove the validity of the general form by induction on \( k \).

1. For \( k = 0 \), since \( L_{\frac{N}{2}}(0, 0) = \bar{C}_{\frac{N}{2}}(0, n) = 1 \), we have

\[
D_{\frac{N}{2}}(0, n) = \cos(\theta_n) = L_{\frac{N}{2}}(0, 0) \bar{C}_{\frac{N}{2}}(0, n) \cos(\theta_n).
\]

2. Suppose that it is true for \( k = m \). That is,

\[
D_{\frac{N}{2}}(m, n) = (L_{\frac{N}{2}}(m, 0), L_{\frac{N}{2}}(m, 1), \ldots, L_{\frac{N}{2}}(m, m))(\bar{C}_{\frac{N}{2}}(0, n), \bar{C}_{\frac{N}{2}}(1, n), \ldots, \bar{C}_{\frac{N}{2}}(m, n))^T \cos(\theta_n)
= \left[(-1)^m \bar{C}_{\frac{N}{2}}(0, n) + (-1)^{m-1} 2 \bar{C}_{\frac{N}{2}}(1, n) + \ldots + (-1)^{m-m} 2 \bar{C}_{\frac{N}{2}}(m, n)\right] \cos(\theta_n).
\]

3. When \( k = m + 1 \),

\[
D_{\frac{N}{2}}(m + 1, n) = \cos((2m + 3)\theta_n) = 2 \cos((2m + 1)\theta_n) \cos(\theta_n) - \cos((2m + 1)\theta_n).
\]
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In the above equation, we have utilized the trigonometric identity:

\[
\cos A = 2 \cos\left(\frac{A + B}{2}\right) \cos\left(\frac{A - B}{2}\right) - \cos B,
\]

where \( A = 2m + 3 \) and \( B = 2m + 1 \).

Therefore,

\[
D_{\frac{N}{2}}(m + 1, n) = 2 \bar{C}_{\frac{N}{2}}(m + 1, n) \cos(\theta_n) + (-1)^{j} D_{\frac{N}{2}}(m, n)
\]

\[
= (-1)^{m} \bar{C}_{\frac{N}{2}}(0, n) + (-1)^{m-1} 2 \bar{C}_{\frac{N}{2}}(1, n) + \cdots + (-1)^{m-m} 2 \bar{C}_{\frac{N}{2}}(m, n) \cos(\theta_n)
\]

\[
+ 2 \bar{C}_{\frac{N}{2}}(m + 1, n) \cos(\theta_n)
\]

\[
= [( -1)^{m+1} \bar{C}_{\frac{N}{2}}(0, n) + (-1)^{(m+1)-1} 2 \bar{C}_{\frac{N}{2}}(1, n) + \cdots + (-1)^{(m+1)-(m+1)} 2 \bar{C}_{\frac{N}{2}}(m, n)
\]

\[
+ (-1)^{(m+1)-(m+1)} 2 \bar{C}_{\frac{N}{2}}(m + 1, n) \cos(\theta_n)
\]

\[
= (L_{\frac{N}{2}}(m + 1, 0), L_{\frac{N}{2}}(m + 1, 1), \ldots, L_{\frac{N}{2}}(m + 1, m), L_{\frac{N}{2}}(m + 1, m + 1))
\]

\[
(\bar{C}_{\frac{N}{2}}(0, n), \bar{C}_{\frac{N}{2}}(1, n), \ldots, \bar{C}_{\frac{N}{2}}(m, n), \bar{C}_{\frac{N}{2}}(m + 1, n))^T \cos(\theta_n).
\]

The proof is completed. \( \square \)

The following theorem shows the recursive structure of the coefficient matrix, and we will use it to design our DCT recursive algorithms.

**Theorem 7**:

\[
\hat{C}_N = \begin{bmatrix}
-S_{\frac{N}{2}} \hat{C}_{\frac{N}{2}} & S_{\frac{N}{2}} \hat{C}_{\frac{N}{2}} \\
L_{\frac{N}{2}} S_{\frac{N}{2}} \hat{C}_{\frac{N}{2}} Q_{\frac{N}{2}} & -L_{\frac{N}{2}} S_{\frac{N}{2}} \hat{C}_{\frac{N}{2}} Q_{\frac{N}{2}}
\end{bmatrix}
\]

Proof: Immediately follows from Theorem 5 and Lemma 6. \( \square \)

### 3 The DCT Recursive Algorithm

In this section, we will provide our DCT recursive algorithm. Before that, we first explain the relationship of \( C, \hat{C}, \) and \( \hat{C} \) when performing the DCT. We know that \( \hat{C}_N = C_N P_N \) and \( \hat{C}_N = S_{N}^{T} \hat{C}_N \). We start with the simplified DCT version \( X = C_N x \) in Equation (4). First, apply the column permutation \( P_N \) and the row permutation \( S_{N}^{T} \) to the matrix \( C_N \). Because \( P_N \) is orthonormal,
\( P_N^T = P_N^{-1} \). We have
\[
\begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = S_N^T \cdot X = S_N^T \cdot C_N \cdot X = S_N^T \cdot C_N \cdot P_N \cdot P_N^T \cdot x = \hat{C}_N \cdot P_N^T \cdot x = \hat{C}_N \cdot \begin{bmatrix}
z_e \\
z_o
\end{bmatrix}
\] (5)

where \( \begin{bmatrix}
X_e \\
X_o
\end{bmatrix} \) means \((x_0, x_2, \ldots, x_{N-2}, x_1, x_3, \ldots, x_{N-1})^T\) and \( \begin{bmatrix}
z_e \\
z_o
\end{bmatrix} \) means \((z_0, z_2, \ldots, z_{N-2}, z_3, x_1)^T\). We will use the subindex 'e' to represent the even entries of a vector, 'o' the odd entries, and 'o' the odd entries but in reversed order. Therefore, from Theorem 7 and Equation (5) we have
\[
\begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = \begin{bmatrix}
S_N^T \cdot \hat{C}_N^T \\
L_N^T S_N^T \cdot \hat{C}_N^T \cdot Q_N^T \\
S_N^T \cdot \hat{C}_N^T \\
L_N^T S_N^T \cdot \hat{C}_N^T \cdot Q_N^T
\end{bmatrix} \begin{bmatrix}
z_e \\
z_o
\end{bmatrix}.
\] (6)

From Equation (6), \( X_e \) and \( X_o \) can be easily derived.
\[
X_e = S_N^T \cdot \hat{C}_N \cdot (z_e + z_o) \quad \text{and} \quad X_o = L_N^T S_N^T \cdot \hat{C}_N \cdot Q_N^T (z_e - z_o).
\]

In order to compute the simplified DCT version \( X = C_N \cdot x \), two more multiplications are needed. First, before computing Equation (6), we compute \( P_N^T \cdot x \), which is \( \begin{bmatrix}
z_e \\
z_o
\end{bmatrix} \). Second, because \( \begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = S_N^T \cdot X \), therefore, after computing Equation (6), we compute \( S_N \cdot \begin{bmatrix}
X_e \\
X_o
\end{bmatrix} \), which is \( X \). In the following, we describe the procedure for computing the DCT.

**DCT recursive algorithm:**

**Step 1:** Compute \( \begin{bmatrix}
z_e \\
z_o
\end{bmatrix} = P_N^T \cdot x \);

**Step 2:** /* Recursively compute \( \begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = \hat{C}_N \cdot \begin{bmatrix}
z_e \\
z_o
\end{bmatrix} \), where \( X_e = S_N^T \cdot \hat{C}_N \cdot (z_e + z_o) \) and \( X_o = L_N^T S_N^T \cdot \hat{C}_N \cdot Q_N^T (z_e - z_o) \). */

2.1 if \( N = 2 \), then compute \( \begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = \hat{C}_2 \cdot \begin{bmatrix}
z_e \\
z_o
\end{bmatrix} \) directly;

2.2 else perform Steps from 2.2.1 to 2.2.8:

2.2.1 compute \((z_e + z_o)\), and let the result be \( u_1 \);

2.2.2 solve \( \hat{C}_N \cdot u_1 \) recursively, and let the result be \( u_2 \);

2.2.3 compute \( S_N \cdot u_2 \), then the the result is \( X_e \);
2.2.4 compute \( x_e - x_5 \), and let the result be \( v_1 \);
2.2.5 compute \( Q \frac{x}{2} v_1 \), and let the result be \( v_2 \);
2.2.6 solve \( \mathcal{C} \frac{N}{2} v_2 \) recursively, and let the result be \( v_3 \);
2.2.7 compute \( S \frac{N}{2} v_3 \), and let the result be \( v_4 \);
2.2.8 compute \( L \frac{N}{2} v_4 \), then the result is \( X_0 \);

Step 3: compute \( X = S_N \begin{bmatrix} X_e \\ X_o \end{bmatrix} \). \( \square \)

In the DCT recursive algorithm, Step 2, which implements Equation (6), is a recursive procedure. In general, an \( N \)-point DCT problem will be decomposed recursively until \( N = 2 \). Note that, the 2-point DCT is regarded as a basic computation block and will not be decomposed further. Step 2.1 tests the condition whether \( N = 2 \); if \( N = 2 \), then computes the 2-point DCT problem directly. Step 2.2 first decomposes the problem into two lower-order subproblems, and then solves them independently. Fig. 1 shows the general signal-flow graph for the implementation of Step 2.2.

In the following, we illustrate our DCT recursive algorithm with three lower order examples.

For \( N = 2 \),

\[ X = C_2 x \]

which implies

\[
\begin{bmatrix}
X_0 \\
X_1
\end{bmatrix} = \begin{bmatrix}
1 & 1 \\
\cos(\frac{\pi}{4}) & -\cos(\frac{\pi}{4})
\end{bmatrix}\begin{bmatrix}
x_0 \\
x_1
\end{bmatrix} = \begin{bmatrix}
x_0 + x_1 \\
\cos(\frac{\pi}{4})(x_0 - x_1)
\end{bmatrix}.
\]

In this case, two additions (or subtractions) and one multiplication are required; see Fig. 2-(a) for the signal-flow graph for \( N = 2 \).

For \( N = 4 \),

\[ X = C_4 x. \]

From Equation (6),

\[
\begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = \begin{bmatrix}
S_2 \hat{C}_2 & S_2 \hat{C}_2 \\
L_2 S_2 \hat{C}_2 Q_2 & -L_2 S_2 \hat{C}_2 Q_2
\end{bmatrix}\begin{bmatrix}
x_e \\
x_5
\end{bmatrix} = \begin{bmatrix}
S_2 \hat{C}_2(x_e + x_5) \\
L_2 S_2 \hat{C}_2 Q_2(x_e - x_5)
\end{bmatrix}.
\]
Since $\hat{C}_2 = C_2$ and $S_2 = I_2$, we have

$$
\begin{bmatrix}
X_e \\
X_o
\end{bmatrix} =
\begin{bmatrix}
C_2 (x_e + x_o) \\
L_2 C_2 Q_2 (x_e - x_o)
\end{bmatrix}.
$$

(7)

In this case, first, four additions are required for computing $u_1 = (x_e + x_o)$ and $v_1 = (x_e - x_o)$. Second, two multiplications are required for computing $v_2 = Q_2 v_1$. Third, for computing either $X_e = C_2 u_1$ or $v_3 = C_2 v_2$, each one requires one multiplication and two additions, as was in the case when $N = 2$. And fourth, one shift and one addition are required for computing $X_o = L_2 v_3$. Therefore, we require four multiplications, nine additions, and one shift for computing Equation (7); see Fig. 2-(b) for the signal-flow graph for $N = 4$.

For $N = 8$,

$$X = C_8 x.$$

From Equation (6),

$$
\begin{bmatrix}
X_e \\
X_o
\end{bmatrix} =
\begin{bmatrix}
S_4 \hat{C}_4 & S_4 \hat{C}_4 \\
L_4 S_4 \hat{C}_4 Q_4 & -L_4 S_4 \hat{C}_4 Q_4
\end{bmatrix}
\begin{bmatrix}
x_e \\
x_o
\end{bmatrix} =
\begin{bmatrix}
S_4 \hat{C}_4 (x_e + x_o) \\
L_4 S_4 \hat{C}_4 Q_4 (x_e - x_o)
\end{bmatrix}.
$$

(8)

In this case, first, eight additions are required for computing $u_1 = (x_e + x_o)$ and $v_1 = (x_e - x_o)$. Second, four multiplications are required for computing $v_2 = Q_4 v_1$. Third, for computing either $v_2 = \hat{C}_4 v_1$ or $v_3 = \hat{C}_4 v_2$, each involves four multiplications, nine additions, and one shift, as was in the case when $N = 4$. Fourth, eight memory references are required for computing $X_e = S_4 v_2$ and $v_4 = S_4 v_3$. And Fifth, three shifts and three additions are required for computing $X_o = L_4 v_4$. Therefore, we require twelve multiplications, twenty-nine additions, five shifts, and eight memory references for computing Equation (8); see Fig. 2-(c) for the signal-flow graph for $N = 8$.

4 Analysis of the Algorithm

In this section, we will analyze the complexities of the DCT algorithm. The DCT algorithm contains four steps. Step 1 and Step 3 are concerned with data arrangement, and each can be done with $N$ memory references. Step 4 deals with multiplying constant factors to each of the data entries, which can be done with $N$ multiplications.
We now consider the complexity of Step 2. Step 2.1 deals with the basic 2-point DCT case. As shown in Section 4, the basic 2-point DCT problem can be solved by using one multiplication and two additions. Step 2.2 includes eight substeps:

- Steps 2.2.1 and 2.2.4 are concerned with two vector additions (or subtractions), which can be done with $N$ scalar additions (or subtractions).
- Steps 2.2.2 and 2.2.6 are concerned with two lower-order subproblems, which can be solved recursively.
- Steps 2.2.3 and 2.2.7 deal with data arrangement, which can be done with $N$ memory references.
- Step 2.2.5 deals with a matrix vector multiplication $Q_N/2 v_1$. Because $Q_N/2$ is a diagonal matrix, this step can be done by using $N/2$ multiplications.
- Step 2.2.8 also deals with a matrix vector multiplication $L_N/2 v_4$. Because of the regularity of the matrix $L_N/2$, this step can be done with $N/2 - 1$ shifts and $N/2 - 1$ additions. This is because the operation of multiplying a number by a constant factor 2 can be done by using a shift operation in the computer.

**Theorem 8**: Let $v = (v_0, v_1, \ldots, v_{N/2-1})^T$, which is a vector of length $N/2$. Then, $y = L_N/2 v$ can be computed with $N/2 - 1$ shift operations and $N/2 - 1$ additions.

**Proof**: Because of the regularity of the matrix $L_N/2$, the resulting vector $y$ can be computed in the following way:

\[
y_0 = v_0;
\]

\[
y_i = 2v_i - y_{i-1}, \text{ for } 1 \leq i \leq N/2 - 1.
\]

Therefore, $N/2 - 1$ shift operations and $N/2 - 1$ additions (subtractions) are enough for computing $y = L_N/2 v$. \qedsymbol

We now analyze the exact numbers of operations, including multiplications, additions, shifts, and memory references, required for computing Step 2.
1. Multiplications.
As shown in Section 4, when \( N = 2 \), one multiplication is required. From Steps 2.1, 2.2.2, 2.2.6, and 2.2.5, the recursive formula for the number of multiplications required is

\[
M(2) = 1, \quad \text{and} \quad M(N) = 2M\left(\frac{N}{2}\right) + \frac{N}{2}, \quad \text{for } N > 2;
\]

which implies

\[
M(N) = \frac{N}{2} \log N, \quad \text{for } N \geq 2.
\]

2. Additions.
As shown in Section 4 that, when \( N = 2 \), two additions are required. From Steps 2.1, 2.2.2, 2.2.6, 2.2.1, 2.2.4, and 2.2.8, the recursive formula for the number of additions required is

\[
A(2) = 2, \quad \text{and} \quad A(N) = 2A\left(\frac{N}{2}\right) + \frac{3}{2}N - 1, \quad \text{for } N > 2;
\]

which implies

\[
A(N) = \frac{3}{2}N \log N - N + 1, \quad \text{for } N \geq 2.
\]

As shown in Section 4 that, when \( N = 4 \), one shift is required. From Steps 2.2.2, 2.2.6, and 2.2.8, the recursive formula for the number of shifts required is

\[
S(4) = 1, \quad \text{and} \quad S(N) = 2S\left(\frac{N}{2}\right) + \frac{N}{2} - 1, \quad \text{for } N > 4;
\]

which implies

\[
S(N) = \frac{N}{2} \log N - N + 1, \quad \text{for } N \geq 4.
\]

4. Memory references.
As shown in Section 4 that, when \( N = 8 \), eight memory references are required. From Steps 2.2.2, 2.2.6, 2.2.3, and 2.2.7, the recursive formula for the number of memory references required is

\[
R(8) = 8, \quad \text{and} \quad R(N) = 2R\left(\frac{N}{2}\right) + N, \quad \text{for } N > 8;
\]

which implies

\[
R(N) = N \log N - 2N, \quad \text{for } N \geq 8.
\]
Table 1: The comparison of the numbers of operations required for computing the DCT. ‘×’ means ‘number of multiplications’, ‘+’ means ‘number of additions or subtractions’, ‘S’ means ‘number of shifts’, and ‘R’ means ‘number of memory references’.

<table>
<thead>
<tr>
<th>N</th>
<th>×</th>
<th>+</th>
<th>S</th>
<th>R</th>
<th>×</th>
<th>+</th>
<th>×</th>
<th>+</th>
<th>×</th>
<th>+</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td>12</td>
<td>29</td>
<td>13</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>16</td>
<td>26</td>
<td>34</td>
<td>85</td>
<td>33</td>
<td>95</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>29</td>
<td>5</td>
<td>8</td>
<td>32</td>
<td>81</td>
<td>44</td>
<td>74</td>
<td>88</td>
<td>211</td>
</tr>
<tr>
<td>16</td>
<td>32</td>
<td>81</td>
<td>17</td>
<td>32</td>
<td>116</td>
<td>194</td>
<td>88</td>
<td>211</td>
<td>88</td>
<td>211</td>
</tr>
<tr>
<td>32</td>
<td>80</td>
<td>209</td>
<td>49</td>
<td>96</td>
<td>164</td>
<td>292</td>
<td>218</td>
<td>509</td>
<td>193</td>
<td>615</td>
</tr>
<tr>
<td>64</td>
<td>192</td>
<td>513</td>
<td>129</td>
<td>256</td>
<td>448</td>
<td>1217</td>
<td>708</td>
<td>1154</td>
<td>449</td>
<td>1467</td>
</tr>
<tr>
<td>128</td>
<td>448</td>
<td>1217</td>
<td>321</td>
<td>640</td>
<td>1024</td>
<td>2817</td>
<td>1668</td>
<td>2690</td>
<td>1210</td>
<td>2717</td>
</tr>
<tr>
<td>256</td>
<td>1024</td>
<td>2817</td>
<td>769</td>
<td>1536</td>
<td>1024</td>
<td>2817</td>
<td>1668</td>
<td>2690</td>
<td>1210</td>
<td>2717</td>
</tr>
<tr>
<td>512</td>
<td>2304</td>
<td>6401</td>
<td>1793</td>
<td>3584</td>
<td>2304</td>
<td>6401</td>
<td>3844</td>
<td>6146</td>
<td>2750</td>
<td>6115</td>
</tr>
<tr>
<td>1024</td>
<td>5120</td>
<td>14337</td>
<td>4097</td>
<td>8192</td>
<td>5120</td>
<td>14337</td>
<td>8708</td>
<td>13826</td>
<td>6202</td>
<td>13597</td>
</tr>
</tbody>
</table>

Table 1 shows the numbers of multiplications, additions, shifts, and memory references required for the DCT algorithm, when $N = 2, 4, 8, 16, 32, 64, 128, 256, 512$, and 1024. The numbers of multiplications and additions are the same as those required in the best and well-known algorithms of [17] [23] [35] [39] [41]. In addition, the number of multiplications is less than that required in [7] [27] [40]. The comparison of the numbers of operations is shown in Table 1, although the numbers of shifts and memory references are not provided in other research papers.

5 Parallel Implementations and Hardware Considerations

In previous sections, we have studied our sequential DCT algorithm. In this section, we first analyze the bottleneck in the parallel computation, then we propose parallel algorithms and hardware implementations for the DCT.

5.1 Parallel DCT Implementations

Suppose that we have sufficient processing elements to implement the DCT. We now analyze the complexities for the parallel computation. In the sequential DCT algorithm:
• Steps 2.2.1 and 2.2.4 are concerned with two vector additions, which can be done in one unit of time with two parallel additions simultaneously.

• Steps 2.2.2 and 2.2.6 are concerned with two lower-order subproblems, which can be solved independently.

• Steps 2.2.3 and 2.2.7 deal with data arrangement, which can be done in one unit of time using two shuffle-exchanges simultaneously.

• Step 2.2.5 deals with a matrix-vector multiplication $Q_{N/2} v_1$. Because $Q_{N/2}$ is a diagonal matrix, this step can be done in one parallel multiplication.

• Step 2.2.8 also deals with a matrix-vector multiplication $L_{N/2} v_4$. However, as shown in Theorem 8, the computation involves a first-order linear recurrence. Therefore, it also requires $N/2 - 1$ units of time in parallel computation for shifts and additions.

It is clear that to compute $L_{N/2} v_4$ in Step 2.2.8 is the bottleneck for the parallel computation. This is because it incurs linear time steps for shifts and additions in the parallel computation. We now introduce two fast parallel algorithms, which can compute the general problem $y = L_N v$ in only one parallel shift step and $O(\log N)$ parallel addition steps.

From Theorem 8, $y = L_N v$ can be computed in the following way:

\[
y_0 = v_0; \\
y_i = 2v_i - y_{i-1}, \text{ for } 1 \leq i \leq N - 1.
\]

Let $w$ be a vector of length $N$, and

\[
w_0 = v_0; \\
w_i = 2v_i, \text{ for } 1 \leq i \leq N - 1.
\]

Then, we have

\[
y_0 = w_0; \\
y_i = w_i - y_{i-1}, \text{ for } 1 \leq i \leq N - 1. \quad (9)
\]
Vector \( w \) can be obtained in only one step by doing a parallel shift \( w_i = 2v_i \) for all \( 1 \leq i \leq N - 1 \). We now show that Equation (9) can be computed by only \( O(\log N) \) steps of parallel additions. For convenience, let us call the problem in Equation (9) to be the prefix difference problem.

The first algorithm, which uses the recursive doubling technique, can compute the prefix difference problem in only \( \log N \) parallel addition steps.

Recursive doubling algorithm for the prefix difference problem:

Step 1: \( y_0 = w_0 \), and

\[
\text{for all } 1 \leq i \leq N - 1, \quad \text{do } y_i = w_i - w_{i-1};
\]

Step \( k \): (for \( 2 \leq k \leq \log N \))

\[
\text{for all } 2^{(k-1)} \leq i \leq N - 1, \quad \text{do } y_i = y_i + y_{i-2^{(k-1)}}.
\]

Fig. 3 shows a signal-flow graph that when \( N = 16 \), the problem \( L_N v \) can be computed in only one parallel shift step and \( \log N \) (= 4) parallel addition steps based on the recursive doubling algorithm.

**Theorem 9:** When given sufficient processing elements, the recursive doubling algorithm can compute the prefix difference problem of size \( N \) in only \( \log N \) parallel addition steps.

**Proof:** We show by induction on Step \( k \) that if \( 2^{(k-1)} \leq i \leq 2^k - 1 \), then after step \( k \), \( y_i = w_i - w_{i-1} + w_{i-2} \cdots (-1)^i w_0 \); if \( i > 2^k - 1 \), then after step \( k \), \( y_i = w_i - w_{i-1} + w_{i-2} \cdots - w_{i-(2^k-1)} \). Therefore, after \( \log N \) steps, the prefix difference problem is solved.

Denote \( y_i^{(k)} \) to be \( y_i \) after step \( k \).

When \( k = 1 \), \( 2^k - 1 = 1 \). As shown in Step 1 that \( y_0^{(1)} = w_0 \) and \( y_1^{(1)} = w_i - w_{i-1} \) for \( 1 \leq i \leq N - 1 \).

When \( k > 1 \), \( y_i^{(k)} = y_i^{(k-1)} + y_{i-2^{(k-1)}}^{(k-1)} \), for \( 2^{(k-1)} \leq i \leq N - 1 \). There are three cases:

1. If \( i < 2^{(k-1)} \), \( y_i \) is not changed. Therefore, \( y_i^{(k)} = y_i^{(k-1)} \).
2. If \(2^{(k-1)} \leq i \leq 2^k - 1\), then \(0 \leq i - 2^{(k-1)} \leq 2^{(k-1)} - 1\). By induction, \(y_i^{(k-1)} = w_i - w_{i-1} + w_{i-2} \cdots - w_{i-(2^{(k-1)}-1)}\) and \(y_{i-2^{(k-1)}}^{(k-1)} = w_{i-2^{(k-1)}} - w_{i-2^{(k-1)}-1} + \cdots + (-1)^{(i-2^{(k-1)})} w_0\). Therefore, \(y_i^{(k)} = w_i - w_{i-1} + w_{i-2} \cdots (-1)^i w_0\).

3. If \(i > 2^k - 1\), then \(i - 2^{(k-1)} > 2^{(k-1)} - 1\). By induction, \(y_i^{(k-1)} = w_i - w_{i-1} + w_{i-2} \cdots - w_{i-(2^{(k-1)}-1)}\) and \(y_{i-2^{(k-1)}}^{(k-1)} = w_{i-2^{(k-1)}} - w_{i-2^{(k-1)}-1} + \cdots - w_{i-2^{(k-1)}-(2^{(k-1)}-1)}\). Therefore, \(y_i^{(k)} = w_i - w_{i-1} + \cdots - w_{i-(2^k-1)}\).

The second algorithm, which uses the cyclic reduction technique, can compute the prefix difference problem in only \(2(\log N) - 1\) parallel addition steps.

Cyclic reduction algorithm for the prefix difference problem:

Step 1: \(y_0 = w_0\), and
   for all \(0 < i < \frac{N}{2}\), do \(y_{2i} = w_{2i} - w_{2i-1}\);

Step \(k\): (for \(2 \leq k \leq (\log N) - 1\))
   for all \(0 < i < \frac{N}{2^k}\), do \(y_{2^k i} = y_{2^k i} + y_{2^k i - 2^{(k-1)}}\);

Step \(k + \log N\): (for \(0 \leq k \leq (\log N) - 2\))
   for all \(0 \leq i < 2^k\), do \(y_{2^k (\log N - k) + 2^k (\log N - k - 1)} = y_{2^k (\log N - k)} + 2^k (\log N - k - 1) + y_{2^k (\log N - k)}\);

Step \(2(\log N) - 1\): for all \(0 \leq i < \frac{N}{2}\), do \(y_{2i+1} = w_{2i+1} - y_{2i}\);

Fig. 4 shows a signal-flow graph that when \(N = 16\), the problem \(L_N v\) can be computed in only one parallel shift step and \(2(\log N) - 1\) (= 7) parallel addition steps based on the cyclic reduction algorithm.

Theorem 10: When given sufficient processing elements, the cyclic reduction algorithm can compute the prefix difference problem of size \(N\) in only \(2(\log N) - 1\) parallel addition steps.

Proof: We briefly sketch the idea of proving this theorem. If we ignore the operations of computing \(y_i^{(k)}\) in step \(k\), for all \(1 \leq k \leq \log N\), the algorithm is to compute two subproblems of size \(\frac{N}{2}\). They
are

\begin{align}
(1) \quad y_0 &= w_0 \quad \text{and} \quad y_i = w_i - y_{i-1}, \quad \text{for } 1 \leq i < \frac{N}{2}; \quad \text{and} \\
(2) \quad y_{\frac{N}{2}} &= w_{\frac{N}{2}} \quad \text{and} \quad y_i = w_i - y_{i-1}, \quad \text{for } \frac{N}{2} + 1 \leq i < N.
\end{align}

However, \( y_{\frac{N}{2}} = w_{\frac{N}{2}} - w_{\frac{N}{2}-1} + \cdots - w_0 \) is computed only in Step 1 through Step \( \log N \). In addition, \( y_{\frac{N}{2}} \) is used (on the right-hand side of the assignment) only after Step \( \log N \). Therefore, if we include the operations of computing \( y_{\frac{N}{2}} \), we can replace \( y_{\frac{N}{2}} = w_{\frac{N}{2}} \) by \( y_{\frac{N}{2}} = w_{\frac{N}{2}} - w_{\frac{N}{2}-1} + \cdots - w_0 \) in Equation (11). Thus, the algorithm computes the prefix difference problem correctly.

For formally proving the theorem, we could further divide each of the problems in Equations (10) and (11) into two subproblems, and repeatedly use the same techniques as shown in the last paragraph. Because of the space limitation, we omit it in this presentation. 

The recursive doubling algorithm and the cyclic reduction algorithm in actuality show the trade-offs between cost and performance. Although the recursive doubling algorithm only requires \( \log N \) steps, it requires in total \( N(\log N) - N + 1 \) additions. On the other hand, the cyclic reduction algorithm requires \( 2(\log N) - 1 \) steps; however, it only requires \( 2N - (\log N) - 2 \) additions. In any case, both algorithms can reduce the parallel addition steps for solving \( L_{\mathbf{N}} \mathbf{v} \) from \( O(N) \) down to \( O(\log N) \).

In the following, we show the complexities for the parallel computation.

1. Parallel multiplication steps.

The recursive formula for the number of parallel multiplication steps required is

\[
M(2) = 1, \quad \text{and} \quad M(N) = M(\frac{N}{2}) + 1, \quad \text{for } N > 2;
\]

which implies

\[
M(N) = \log N, \quad \text{for } N \geq 2.
\]

2. Parallel addition steps.

The recursive formula for the number of parallel addition steps required is

\[
A(2) = 1, \quad \text{and} \quad A(N) = A(\frac{N}{2}) + O(\log N), \quad \text{for } N > 2;
\]

\[
20
\]
which implies

\[ A(N) = O(\log^2 N), \quad \text{for } N \geq 2. \]

3. Parallel shift steps.

The recursive formula for the number of parallel shift steps required is

\[
\begin{align*}
S(4) &= 1, \quad \text{and} \\
S(N) &= S\left(\frac{N}{2}\right) + 1, \quad \text{for } N > 4;
\end{align*}
\]

which implies

\[ S(N) = \log N - 1, \quad \text{for } N \geq 4. \]

4. Parallel memory reference steps.

The recursive formula for the number of parallel memory reference steps required is

\[
\begin{align*}
R(8) &= 1, \quad \text{and} \\
R(N) &= R\left(\frac{N}{2}\right) + 1, \quad \text{for } N > 8;
\end{align*}
\]

which implies

\[ R(N) = \log N - 2, \quad \text{for } N \geq 8. \]

5.2 Hardware Implementation Considerations

We now consider the hardware implementations of our DCT algorithm. Fig. 1 shows the general signal-flow graph for the implementation of Equation (6). The block \( L_N \), which performs shifts and additions, can be implemented by either the recursive doubling algorithm as shown in Fig. 3 or the cyclic reduction algorithm as shown in Fig. 4 depending on the cost-performance trade-offs.

In practice, in order to save hardware without slowing down the processing speed, we can use only one \( \hat{C}_N \) and \( S_N \) as shown in Fig. 5 instead of two \( \hat{C}_N \)'s and two \( S_N \)'s as shown in Fig. 1. Note that \( S_N \) is a shuffle-exchange network of size \( \frac{N}{2} \).

In Fig. 5, the hardware is divided into four parts: one coefficient multiplier \( Q_N \), one \( \hat{C}_N \), one shuffle-exchange network \( S_N \), and one shift and adder \( L_N \). A multiplexer is used to multiplex the top and the bottom halves of the signal flow. Input data are read from the host computer and are executed in a pipelined fashion. The top half of the signals will pass through the \( \hat{C}_N \) and the
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{\frac{N}{2}}$</td>
<td>$B^1$</td>
<td>$B^2$</td>
<td>$B^3$</td>
<td>$B^4$</td>
<td>$B^5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{C}_{\frac{N}{2}}$</td>
<td>$T^1$</td>
<td>$B^1$</td>
<td>$T^2$</td>
<td>$B^2$</td>
<td>$T^3$</td>
<td>$B^3$</td>
<td>$T^4$</td>
<td>$B^4$</td>
<td>$T^5$</td>
<td>$B^5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_{\frac{N}{2}}$</td>
<td>$T^1$</td>
<td>$B^1$</td>
<td>$T^2$</td>
<td>$B^2$</td>
<td>$T^3$</td>
<td>$B^3$</td>
<td>$T^4$</td>
<td>$B^4$</td>
<td>$T^5$</td>
<td>$B^5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L_{\frac{N}{2}}$</td>
<td></td>
<td>$B^1$</td>
<td>$B^2$</td>
<td>$B^3$</td>
<td>$B^4$</td>
<td>$B^5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Five sets of input data are pipelined entering into the hardware: $Q_{\frac{N}{2}}$, $\hat{C}_{\frac{N}{2}}$, $S_{\frac{N}{2}}$, and $L_{\frac{N}{2}}$, and are executed in a pipelined fashion in twelve units of time. $T^k$ means the $k$-th top-half input signals, $B^k$ means the $k$-th bottom-half input signals.

$S_{\frac{N}{2}}$ functional units first; while the bottom half will first perform coefficient multiplications by a coefficient multiplier $Q_{\frac{N}{2}}$, then pass through the $\hat{C}_{\frac{N}{2}}$ and the $S_{\frac{N}{2}}$ functional units, and finally pass through the shift and adder processor $L_{\frac{N}{2}}$. Table 2 shows that succeeding sets of input data can enter the hardware and can be executed in a pipelined fashion. Note that, the functional units $\hat{C}_{\frac{N}{2}}$ and $S_{\frac{N}{2}}$ are at full utilization.

It is worthwhile illustrating that our hardware implementation is better than the implementation proposed by Hou [17]. In addition, we propose fast hardware implementation for computing $L_{\frac{N}{2}}v_4$, and we require fewer hardware components than Hou. In our implementation, we only require one shuffle-exchange network, rather than two bit-reversed shuffling networks proposed by Hou. This is because our algorithm is more balanced than Hou's algorithm when decomposing the DCT into several functional submodules. Therefore, our algorithm is more attractive than his algorithm when performing the parallel computation. In effect, the parallel computation time of our implementation is also less than that of his implementation.
6 2-D DCT

For a given input data matrix \( x_{N_1 \times N_2} = [x_{n_1,n_2}], 0 \leq n_1 \leq N_1 - 1, 0 \leq n_2 \leq N_2 - 1 \), the 2-D DCT output matrix \( X_{N_1 \times N_2} = [X_{k_1,k_2}], 0 \leq k_1 \leq N_1 - 1, 0 \leq k_2 \leq N_2 - 1 \), which is defined by

\[
X_{k_1,k_2} = \frac{2}{\sqrt{N_1 \sqrt{N_2}}} \varepsilon(k_1) \varepsilon(k_2) \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} x_{n_1,n_2} \cos\left(\frac{\pi (2n_1 + 1) k_1}{2 N_1}\right) \cos\left(\frac{\pi (2n_2 + 1) k_2}{2 N_2}\right),
\]

(12)

where

\[
\varepsilon(k_i) = \begin{cases} 
\frac{1}{\sqrt{2}}, & \text{for } k_i = 0 \\
1, & \text{for } 1 \leq k_i \leq N_i - 1 
\end{cases}
\]

and \( i = 1 \) or \( 2 \).

Similar to the 1-D case, we will also ignore \( \varepsilon(k_i) \) and the normalization factor \( \frac{1}{\sqrt{N_1 \sqrt{N_2}}} \) for convenience. Therefore, from now on, we deal with the simplified version of Equation (12):

\[
X_{k_1,k_2} = \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} x_{n_1,n_2} \cos\left(\frac{\pi (2n_1 + 1) k_1}{2 N_1}\right) \cos\left(\frac{\pi (2n_2 + 1) k_2}{2 N_2}\right).
\]

(14)

According to the conventional row-column method, we can express the simplified 2-D DCT version in Equation (14) as the following matrix form:

\[
X_{N_1 \times N_2} = C_{N_1} (C_{N_2} x_{N_1 \times N_2})^T = C_{N_1} x_{N_1 \times N_2} C_{N_2}^T.
\]

(15)

Again, we assume throughout this paper that \( N_1 \) and \( N_2 \) have values of 2 to a power.

6.1 The 2-D DCT Recursive Algorithm

We now construct our 2-D DCT recursive formula. We start with the simplified 2-D DCT version in Equation (15). First, by arranging appropriate row permutations and column permutations, we have

\[
X_{N_1 \times N_2} = C_{N_1} x_{N_1 \times N_2} C_{N_2}^T
\]

\[
= S_{N_1} S_{N_2}^T C_{N_1} P_{N_1} P_{N_1}^T x_{N_1 \times N_2} (S_{N_2} S_{N_2}^T C_{N_2} P_{N_2} P_{N_2}^T)^T
\]

\[
= S_{N_1} C_{N_1} P_{N_1}^T x_{N_1 \times N_2} (S_{N_2} C_{N_2} P_{N_2}^T)^T
\]

\[
= S_{N_1} C_{N_1} P_{N_1}^T x_{N_1 \times N_2} P_{N_2} \hat{C}_{N_2} S_{N_2}^T
\]
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where $S_{N_1}, S_{N_1}^T, P_{N_1}$, and $P_{N_1}^T$ are similarly defined as in Section 3, for $i = 1$ or 2; in addition, $S_{N_1} S_{N_1}^T = P_{N_1} P_{N_1}^T = I_{N_1}$ and $S_{N_2} S_{N_2}^T = P_{N_2} P_{N_2}^T = I_{N_2}$. Next, multiply $S_{N_1}^T$ and $S_{N_2}$ to both sides of the above equation, and we have

\[ S_{N_1}^T X_{N_1 \times N_2} S_{N_2} = S_{N_1}^T S_{N_1} \hat{C}_{N_1} P_{N_1}^T x_{N_1 \times N_2} P_{N_2} \hat{C}_{N_2}^T S_{N_2}^T S_{N_2} = \hat{C}_{N_1} (P_{N_1}^T x_{N_1 \times N_2} P_{N_2}) \hat{C}_{N_2}^T. \]

(16)

We now consider the structures of the two matrices: $P_{N_1}^T x_{N_1 \times N_2} P_{N_2}$ and $S_{N_1}^T X_{N_1 \times N_2} S_{N_2}$. Let $x_e$ represent the submatrix formed by the even rows of $x_{N_1 \times N_2}$, and $x_\delta$ represent the submatrix formed by the odd rows of $x_{N_1 \times N_2}$ but in reversed order. Then,

\[ P_{N_1}^T x_{N_1 \times N_2} = \begin{bmatrix} x_e \\ x_\delta \end{bmatrix}_{N_1 \times N_2}. \]

Let $x_{ee}$ represent the submatrix formed by the even columns of $x_e$; $x_{e\delta}$ represent the submatrix formed by the odd columns of $x_e$ but in reversed order; $x_{\delta\delta}$ represent the submatrix formed by the even columns of $x_\delta$; and $x_{\delta\delta}$ represent the submatrix formed by the odd columns of $x_\delta$ but in reversed order. Then,

\[ P_{N_1}^T x_{N_1 \times N_2} P_{N_2} = \begin{bmatrix} x_e \\ x_\delta \end{bmatrix} P_{N_2} = \begin{bmatrix} x_{ee} & x_{e\delta} \\ x_{\delta\delta} & x_{\delta\delta} \end{bmatrix}_{N_1 \times N_2}. \]

(17)

Similarly, let $X_e$ represent the submatrix formed by the even rows of $X_{N_1 \times N_2}$, and $X_\delta$ represent the submatrix formed by the odd rows of $X_{N_1 \times N_2}$. Then,

\[ S_{N_1}^T x_{N_1 \times N_2} = \begin{bmatrix} X_e \\ X_\delta \end{bmatrix}_{N_1 \times N_2}. \]

Let $X_{ee}$ represent the submatrix formed by the even columns of $X_e$; $X_{ee}$ represent the submatrix formed by the odd columns of $X_e$; $X_{\delta\delta}$ represent the submatrix formed by the even columns of $X_\delta$; and $X_{\delta\delta}$ represent the submatrix formed by the odd columns of $X_\delta$. Then,

\[ S_{N_1}^T X_{N_1 \times N_2} S_{N_2} = \begin{bmatrix} X_e \\ X_\delta \end{bmatrix} S_{N_2} = \begin{bmatrix} X_{ee} & X_{e\delta} \\ X_{\delta\delta} & X_{\delta\delta} \end{bmatrix}_{N_1 \times N_2}. \]

(18)

Therefore, from Equations (16), (17), and (18), we have

\[ \begin{bmatrix} X_{ee} & X_{e\delta} \\ X_{\delta\delta} & X_{\delta\delta} \end{bmatrix} = \hat{C}_{N_1} \begin{bmatrix} x_{ee} & x_{e\delta} \\ x_{\delta\delta} & x_{\delta\delta} \end{bmatrix} \hat{C}_{N_2}^T. \]

(19)
Equation (19) is our basic 2-D DCT recursive formula. Now, by applying Theorem 7, we have
\[
\begin{bmatrix}
X_{ee} & X_{eo} \\
X_{oe} & X_{oo}
\end{bmatrix} =
\begin{bmatrix}
S_{N_2 / 2} \hat{C}_{N_2 / 2} & S_{N_2 / 2} \hat{C}_{N_2 / 2} \\
L_{N_2 / 2} S_{N_2 / 2} \hat{C}_{N_2 / 2} Q_{N_2 / 2} & -L_{N_2 / 2} S_{N_2 / 2} \hat{C}_{N_2 / 2} Q_{N_2 / 2}
\end{bmatrix}
\begin{bmatrix}
x_{ee} & x_{eo} \\
x_{oe} & x_{oo}
\end{bmatrix}
\begin{bmatrix}
\hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T & Q_{N_2 / 2} \hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T L_{N_2 / 2}^T \\
\hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T & -Q_{N_2 / 2} \hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T L_{N_2 / 2}^T
\end{bmatrix}.
\]

By expanding the matrix multiplications on the right-hand side of the above equation, we obtain the following four equations:

\[
X_{ee} = S_{N_1 / 2} \hat{C}_{N_1 / 2} (x_{ee} + x_{eo} + x_{oe} + x_{oo}) \hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T; \quad (20)
\]

\[
X_{eo} = S_{N_1 / 2} \hat{C}_{N_1 / 2} (x_{ee} - x_{eo} + x_{oe} - x_{oo}) Q_{N_2 / 2} \hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T L_{N_2 / 2}^T; \quad (21)
\]

\[
X_{oe} = L_{N_1 / 2} S_{N_1 / 2} \hat{C}_{N_1 / 2} Q_{N_2 / 2} (x_{ee} + x_{eo} - x_{oe} - x_{oo}) \hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T; \quad (22)
\]

\[
X_{oo} = L_{N_1 / 2} S_{N_1 / 2} \hat{C}_{N_1 / 2} Q_{N_2 / 2} (x_{ee} - x_{eo} - x_{oe} + x_{oo}) Q_{N_2 / 2} \hat{C}_{N_2 / 2}^T S_{N_2 / 2}^T L_{N_2 / 2}^T. \quad (23)
\]

Note that, the terms inside the bracket of the above four equations are four subproblems with a reduced size $N_1 / 2 \times N_2 / 2$ of Equation (19). By applying the same procedure repeatedly, we can decompose each of these reduced-size subproblems until $N_1 = N_2 = 2$, and we obtain the desired recursive algorithm.

In order to design a fast algorithm, some optimizations are considered. First, reduce the number of matrix additions.

\textbf{Theorem 11:} The four matrices $x_a = x_{ee} + x_{eo} + x_{oe} + x_{oo}$, $x_b = x_{ee} - x_{eo} + x_{oe} - x_{oo}$, $x_c = x_{ee} + x_{eo} - x_{oe} - x_{oo}$, and $x_d = x_{ee} - x_{eo} - x_{oe} + x_{oo}$ can be computed by using only eight matrix additions.

Proof: We show eight matrix additions to compute the four matrices: $x_a$, $x_b$, $x_c$, and $x_d$.

1. $t_1 = x_{ee} + x_{eo}$,  
2. $t_2 = x_{ee} - x_{eo}$,  
3. $t_3 = x_{oe} + x_{oo}$,  
4. $t_4 = x_{oe} - x_{oo}$,  
5. $x_a = t_1 + t_3$,  
6. $x_b = t_2 + t_4$,  
7. $x_c = t_1 - t_3$,  
8. $x_d = t_2 - t_4$.  

Second, reduce the number of multiplications. We now consider the term $Q_{N_1 / 2} x_d Q_{N_2 / 2}$, which is required to compute $X_{oo}$ in Equation (23). Note that, $Q_{N_1 / 2}$ and $Q_{N_2 / 2}$ are diagonal matrices, and
$x_d$ is a $\frac{N_1}{2} \times \frac{N_2}{2}$ matrix. Let $q_{\frac{N_1}{2}}$ be the vector in the diagonal of $Q_{\frac{N_1}{2}}$, and $q_{\frac{N_2}{2}}$ be the vector in the diagonal of $Q_{\frac{N_2}{2}}$. Then, $Q_{\frac{N_1}{2}} x_d Q_{\frac{N_2}{2}} = (q_{\frac{N_1}{2}} q_{\frac{N_2}{2}}^T) \odot x_d$, where ' $\odot$ ' means pointwise multiplications of two matrices. Since $q_{\frac{N_1}{2}}$ and $q_{\frac{N_2}{2}}$ are already known by its definition, we can compute $q_{\frac{N_1}{2}} q_{\frac{N_2}{2}}^T$ and store the results in the memory in advance. Therefore, we can compute $Q_{\frac{N_1}{2}} x_d Q_{\frac{N_2}{2}}$ in only $\frac{N_1}{2} \times \frac{N_2}{2}$ scalar multiplications.

Theorem 12: If the value of $q_{\frac{N_1}{2}} q_{\frac{N_2}{2}}^T$ is stored in the memory in advance, then $Q_{\frac{N_1}{2}} x_d Q_{\frac{N_2}{2}}$ can be computed in only $\frac{N_1}{2} \times \frac{N_2}{2}$ scalar multiplications. □

In the following, we give the procedure for computing the 2-D DCT.

2-D DCT Recursive algorithm:

Step 1: Compute

$$\begin{bmatrix} x_{ee} & x_{e\delta} \\ x_{e\delta} & x_{\delta\delta} \end{bmatrix} = P_{N_1}^T x_{N_1 \times N_2} P_{N_2};$$

Step 2: /* recursively compute

$$\begin{bmatrix} X_{ee} & X_{e\delta} \\ X_{e\delta} & X_{\delta\delta} \end{bmatrix} = \hat{C}_{N_1} \begin{bmatrix} x_{ee} & x_{e\delta} \\ x_{e\delta} & x_{\delta\delta} \end{bmatrix} \hat{C}_{N_2}^T.$$ */

2.1 If $N_1$ is 2 or $N_2$ is 2, then this is a special case and we omit details here;

2.2 Else perform Steps from 2.2.1 to 2.2.5:

2.2.1 /* compute $x_a$, $x_b$, $x_c$, and $x_d$ in Theorem 11. */

$$t_1 = x_{ee} + x_{e\delta}, \quad t_2 = x_{ee} - x_{e\delta}, \quad t_3 = x_{e\delta} + x_{\delta\delta}, \quad t_4 = x_{e\delta} - x_{\delta\delta};$$

$$x_a = t_1 + t_3, \quad x_b = t_2 + t_4, \quad x_c = t_1 - t_3, \quad x_d = t_2 - t_4;$$

2.2.2 recursively compute $X_{ee} = S_{\frac{N_1}{2}} (\hat{C}_{N_1} x_a \hat{C}_{N_2}^T) S_{\frac{N_2}{2}}^T$;

2.2.3 recursively compute $X_{e\delta} = S_{\frac{N_1}{2}} (\hat{C}_{N_1} x_b Q_{\frac{N_2}{2}} \hat{C}_{N_2}^T) S_{\frac{N_2}{2}}^T L_{\frac{N_2}{2}}$;

2.2.4 recursively compute $X_{e\delta} = L_{\frac{N_1}{2}} S_{\frac{N_1}{2}} (\hat{C}_{N_1} x_c Q_{\frac{N_2}{2}} \hat{C}_{N_2}^T) S_{\frac{N_2}{2}}^T$;

2.2.5 recursively compute $X_{\delta\delta} = L_{\frac{N_1}{2}} S_{\frac{N_1}{2}} (\hat{C}_{N_1} x_d Q_{\frac{N_2}{2}} \hat{C}_{N_2}^T) S_{\frac{N_2}{2}}^T L_{\frac{N_2}{2}}$;

Step 3: compute $X_{N_1 \times N_2} = S_{N_1} \begin{bmatrix} X_{ee} & X_{e\delta} \\ X_{e\delta} & X_{\delta\delta} \end{bmatrix} S_{N_2}^T.$ □

In the 2-D DCT recursive algorithm, Step 2, which implements Equation (19), is a recursive procedure. In general, an $(N_1 \times N_2)$-point DCT problem will be decomposed recursively until $N_1 = N_2 = 2$. Note that, in our opinion, the $(2 \times 2)$-point DCT problem should be regarded as a basic
computation block and should be computed directly with the optimized operation count. Step 2.1 tests the condition whether \( N_1 = 2 \) or \( N_2 = 2 \); if this is true, then handles this special case until \( N_1 = N_2 = 2 \). Note that, this special case does not need to be illustrated due to space constraints; however, this has been verified. Step 2.2 deals with the four subproblems, which can be solved independently. Fig. 6 shows the general signal-flow graph for the implementation of Step 2.2.

In the following, we illustrate our 2-D DCT recursive algorithm with three simple examples.

For \( N_1 = N_2 = 2 \),

\[
X_{2 \times 2} = C_2 x_{2 \times 2} C_2^T
\]

which implies

\[
\begin{bmatrix}
X_{00} & X_{01} \\
X_{10} & X_{11}
\end{bmatrix}
= \begin{bmatrix}
1 & 1 \\
\cos(\frac{\pi}{4}) & -\cos(\frac{\pi}{4})
\end{bmatrix}
\begin{bmatrix}
x_{00} & x_{01} \\
x_{10} & x_{11}
\end{bmatrix}
\begin{bmatrix}
1 & \cos(\frac{\pi}{4}) \\
1 & -\cos(\frac{\pi}{4})
\end{bmatrix}
\]

\[
= \begin{bmatrix}
(x_{00} + x_{10}) & (x_{01} + x_{11}) \\
\cos(\frac{\pi}{4})(x_{00} - x_{10}) & \cos(\frac{\pi}{4})(x_{01} - x_{11})
\end{bmatrix}
\begin{bmatrix}
1 & \cos(\frac{\pi}{4}) \\
1 & -\cos(\frac{\pi}{4})
\end{bmatrix}
\]

\[
= \begin{bmatrix}
(x_{00} + x_{01} + x_{10} + x_{11}) & \cos(\frac{\pi}{4})(x_{00} - x_{01} + x_{10} - x_{11}) \\
\cos(\frac{\pi}{4})(x_{00} + x_{01} - x_{10} - x_{11}) & \frac{1}{2}(x_{00} - x_{01} - x_{10} + x_{11})
\end{bmatrix}
\]

In this case, eight additions as shown in Theorem 11, two multiplications, and one shift are required; see Fig. 7-(a) for the signal-flow graph for \( N_1 = N_2 = 2 \).

For \( N_1 = N_2 = 4 \),

\[
X_{4 \times 4} = C_4 x_{4 \times 4} C_4^T.
\]

From Equation (19),

\[
\begin{bmatrix}
X_{ee} & X_{eo} \\
X_{oe} & X_{oo}
\end{bmatrix}
= \begin{bmatrix}
S_2 \hat{C}_2 & S_2 \hat{C}_2 \\
L_2 S_2 \hat{C}_2 Q_2 & -L_2 S_2 \hat{C}_2 Q_2
\end{bmatrix}
\begin{bmatrix}
x_{ee} & x_{eo} \\
x_{oe} & x_{oo}
\end{bmatrix}
\begin{bmatrix}
\hat{C}_2^T S_2^T & Q_2 \hat{C}_2^T S_2^T L_2 \\
\hat{C}_2^T S_2^T & -Q_2 \hat{C}_2^T S_2^T L_2
\end{bmatrix}
\quad (24)
\]

Since \( \hat{C}_2 = C_2 \) and \( S_2 = S_2^T = I_2 \), we have

\[
X_{ee} = C_2 (x_{ee} + x_{eo} + x_{oe} + x_{oo}) C_2^T;
\]

\[
X_{eo} = C_2 (x_{ee} - x_{eo} + x_{oe} - x_{oo}) Q_2 C_2^T L_2;
\]

\[
X_{oe} = C_2 (x_{ee} + x_{eo} + x_{oe} - x_{oo}) Q_2 C_2^T L_2;
\]

\[
X_{oo} = C_2 (x_{ee} - x_{eo} - x_{oe} + x_{oo}) Q_2 C_2^T L_2.
\]
\[ X_{ee} = L_2 C_2 Q_2 (x_{ee} + x_{e5} - x_{5e} - x_{55}) C_2^T; \]
\[ X_{oo} = L_2 C_2 Q_2 (x_{oo} - x_{e5} - x_{5e} + x_{55}) Q_2 C_2^T L_2^T. \]

In this case, first, eight \(2 \times 2\) matrix additions are required for computing \(x_a, x_b, x_c,\) and \(x_d\) as shown in Theorem 11. Second, for deriving the terms \(u_1 = x_b Q_2, u_2 = Q_2 x_c,\) and \(u_3 = Q_2 x_d Q_2,\) each requires \(2 \times 2\) multiplications. Note that we can compute \(Q_2 x_d Q_2\) in \(2 \times 2\) multiplications as shown in Theorem 12. Third, for computing either \(X_{ee} = C_2 x_a C_2^T,\) or \(u_4 = C_2 u_1 C_2^T,\) or \(u_5 = C_2 u_2 C_2^T,\) or \(u_6 = C_2 u_3 C_2^T,\) each one requires two multiplications, eight additions, and one shift, as was in the case when \(N_1 = N_2 = 2.\) Fourth, computation of \(X_{oo} = u_4 L_2^T\) needs one shift and one addition twice; determination of \(X_{ee} = L_2 u_5\) embodies one shift and one addition twice; derivation of \(X_{oo} = L_2 u_6 L_2^T\) requires one shift and one addition four times. Therefore, we require twenty multiplications, seventy-two additions, and twelve shifts for computing Equation (24); see Fig. 7-(b) for the signal-flow graph for \(N_1 = N_2 = 4.\)

For \(N_1 = N_2 = 8,\)
\[ X_{8 \times 8} = C_8 x_{8 \times 8} C_8^T. \]

From Equation (19),
\[
\begin{bmatrix}
X_{ee} & X_{eo} \\
X_{oe} & X_{oo}
\end{bmatrix} = \begin{bmatrix}
S_4 \hat{C}_4 & S_4 \hat{C}_4 \\
L_4 S_4 \hat{C}_4 Q_4 & -L_4 S_4 \hat{C}_4 Q_4
\end{bmatrix} \begin{bmatrix}
x_{ee} & x_{e5} \\
x_{5e} & x_{55}
\end{bmatrix} \begin{bmatrix}
\hat{C}_4^T S_4^T & Q_4 \hat{C}_4^T S_4^T L_4^T \\
\hat{C}_4 S_4^T & -Q_4 \hat{C}_4 S_4^T L_4^T
\end{bmatrix}. \tag{25}
\]

We have
\[
X_{ee} = S_4 [\hat{C}_4 (x_{ee} + x_{e5} + x_{5e} + x_{55}) \hat{C}_4^T] S_4^T;
\]
\[
X_{eo} = S_4 [\hat{C}_4 (x_{ee} - x_{e5} + x_{5e} - x_{55}) Q_4 \hat{C}_4^T] S_4^T L_4^T;
\]
\[
X_{oe} = L_4 S_4 [\hat{C}_4 Q_4 (x_{ee} + x_{e5} - x_{5e} - x_{55}) \hat{C}_4^T] S_4^T;
\]
\[
X_{oo} = L_4 S_4 [\hat{C}_4 Q_4 (x_{ee} - x_{e5} - x_{5e} + x_{55}) Q_4 \hat{C}_4^T] S_4^T L_4^T.
\]

In this case, first, eight \(4 \times 4\) matrix additions are required for computing \(x_a, x_b, x_c,\) and \(x_d\) as shown in Theorem 11. Second, for computing either \(u_1 = x_b Q_4,\) or \(u_2 = Q_4 x_c,\) or \(u_3 = Q_4 x_d Q_4,\) each one requires \(4 \times 4\) multiplications. Third, for deriving the terms \(u_4 = \hat{C}_4 x_a \hat{C}_4^T, u_5 = \hat{C}_4 u_1 \hat{C}_4^T, u_6 = \hat{C}_4 u_2 \hat{C}_4^T,\) and \(u_7 = \hat{C}_4 u_3 \hat{C}_4^T,\) each requires twenty multiplications, seventy two additions, and twelve shifts, as was in the case when \(N_1 = N_2 = 4.\) Fourth, eight \(4 \times 4\) memory reference
operations are required for computing $X_{ce} = u_4 S_{\frac{N}{2}}^T$, $u_8 = S_{\frac{N}{2}} u_5 S_{\frac{N}{2}}^T$, $u_9 = S_{\frac{N}{2}} u_6 S_{\frac{N}{2}}^T$, and $u_{10} = S_{\frac{N}{2}} u_7 S_{\frac{N}{2}}^T$. Fifth, computation of $X_{ce} = u_8 L_{\frac{N}{2}}^T$ needs three shifts and three additions four times; derivation of $X_{ce} = L_{\frac{N}{2}} u_9$ embodies three shifts and three additions four times; and determination of $X_{ce} = L_{\frac{N}{2}} u_{10} L_{\frac{N}{2}}^T$ requires three shifts and three additions eight times. Therefore, we require 128 multiplications, 464 additions, 96 shifts, and 128 memory references for computing Equation (25).

6.2 Analysis of the 2-D DCT Algorithm

In this subsection, we will analyze the complexities of the 2-D DCT algorithm. The 2-D DCT algorithm contains four steps. Step 1 and Step 3 are concerned with data arrangement, and each can be done in $2(N_1 \times N_2)$ memory references. Step 4 deals with multiplying constant factors to each of the data entries, which can be done in $N_1 \times N_2$ multiplications.

We now consider the complexity of Step 2. For simplicity of this presentation, we only discuss the case when $N_1 = N_2 = N$. Therefore, Step 2.1 deals with the basic $(2 \times 2)$-point DCT. As shown in Section 6.1, the basic $(2 \times 2)$-point DCT can be solved by using two multiplications, eight additions, and one shift. Step 2.2 includes the following operations:

- Eight $\frac{N}{2} \times \frac{N}{2}$ additions are required for computing $x_a$, $x_b$, $x_c$, and $x_d$ as shown in Theorem 11.
- Three $\frac{N}{2} \times \frac{N}{2}$ multiplications are required for computing $u_1 = x_b Q_{\frac{N}{2}}$, $u_2 = Q_{\frac{N}{2}} x_c$, and $u_3 = Q_{\frac{N}{2}} x_d Q_{\frac{N}{2}}$.
- Four subproblems, which include $u_4 = \tilde{C}_{\frac{N}{2}} x_a \tilde{C}_{\frac{N}{2}}^T$, $u_5 = \tilde{C}_{\frac{N}{2}} u_1 \tilde{C}_{\frac{N}{2}}^T$, $u_6 = \tilde{C}_{\frac{N}{2}} u_2 \tilde{C}_{\frac{N}{2}}^T$, and $u_7 = \tilde{C}_{\frac{N}{2}} u_3 \tilde{C}_{\frac{N}{2}}^T$, can be solved recursively.
- Eight $\frac{N}{2} \times \frac{N}{2}$ memory reference operations are required for computing $X_{ce} = S_{\frac{N}{2}} u_4 S_{\frac{N}{2}}^T$, $u_8 = S_{\frac{N}{2}} u_5 S_{\frac{N}{2}}^T$, $u_9 = S_{\frac{N}{2}} u_6 S_{\frac{N}{2}}^T$, and $u_{10} = S_{\frac{N}{2}} u_7 S_{\frac{N}{2}}^T$.
- Four times of $\frac{N}{2}(\frac{N}{2} - 1)$ shifts and additions are required for computing $X_{ce} = u_8 L_{\frac{N}{2}}^T$, $X_{ce} = L_{\frac{N}{2}} u_9$, and $X_{ce} = L_{\frac{N}{2}} u_{10} L_{\frac{N}{2}}^T$. 
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We now analyze the exact numbers of operations, including multiplications, additions, shifts, and memory references, required for computing Step 2.

1. Multiplications.

As shown in Section 7, that when \( N = 2 \), two multiplications are required. The recursive formula for the number of multiplications required is

\[
M(2) = 2, \quad \text{and} \\
M(N) = 4M\left(\frac{N}{2}\right) + \frac{3}{4}N^2, \quad \text{for } N > 2;
\]

which implies

\[
M(N) = \frac{3}{4}N^2 \log N - \frac{1}{4}N^2, \quad \text{for } N \geq 2.
\]

2. Additions.

As shown in Section 7, that when \( N = 2 \), eight additions are required. The recursive formula for the number of additions required is

\[
A(2) = 8, \quad \text{and} \\
A(N) = 4A\left(\frac{N}{2}\right) + 3N^2 - 2N, \quad \text{for } N > 2;
\]

which implies

\[
A(N) = 3N^2 \log N - 2N^2 + 2N, \quad \text{for } N \geq 2.
\]


As shown in Section 7, that when \( N = 2 \), one shift is required. The recursive formula for the number of shifts required is

\[
S(2) = 1, \quad \text{and} \\
S(N) = 4S\left(\frac{N}{2}\right) + N^2 - 2N, \quad \text{for } N > 2;
\]

which implies

\[
S(N) = N^2 \log N - \frac{7}{4}N^2 + 2N, \quad \text{for } N \geq 2.
\]

4. Memory references.

As shown in Section 7, that when \( N = 8 \), 128 memory references are required. The recursive formula for the number of memory references required is

\[
R(8) = 128, \quad \text{and} \\
R(N) = 4R\left(\frac{N}{2}\right) + 2N^2, \quad \text{for } N > 8;
\]
Table 3: The comparison of the numbers of operations required for computing the 2-D DCT. ‘×’ means ‘number of multiplications’, ‘+’ means ‘number of additions or subtractions’, ‘S’ means ‘number of shifts’, and ‘R’ means ‘number of memory references’.

which implies

\[ R(N) = 2N^2 \log N - 4N^2, \quad \text{for } N \geq 8. \]

Table 3 shows the numbers of multiplications, additions, shifts, and memory references required for the 2-D DCT algorithm, when \( N = 2, 4, 8, 16, 32, 64, 128, \) and \( 256. \) The numbers of multiplications are less than those of [5] [12] [20] and the conventional row-column method. The numbers of additions are the same as those of [5] [12] and the conventional row-column method. The comparison of the numbers of operations is shown in Table 3, although the numbers of shifts and memory references are not provided in other research papers.

6.3 Implementation Considerations for the 2-D DCT

Suppose that we have sufficient processing elements to implement the 2-D DCT. It is clear that the parallel operation complexities for the 2-D DCT are the same as those for the 1-D DCT. That is, the complexity for the parallel multiplication steps is \( O(\log N) \), the complexity for the parallel addition steps is \( O(\log^2 N) \), the complexity for the parallel shift steps is \( O(\log N) \), and the complexity for the parallel memory reference steps is \( O(\log N) \). Note that, in the 2-D DCT parallel computation, we use more processing elements than those for the 1-D DCT. However, their complexity order for the parallel operations are the same.
In the following, we consider a hardware implementation which computes Equation (19). We show how to use only one copy of functional units to implement the 2-D DCT in a pipelined fashion. In Theorem 12 (in Section 6.1), we show that $Q_{N_1}x_dQ_{N_2}$ can be done by a 'pointwise' matrix multiplication. In effect, $z_bQ_{N_2}$ and $Q_{N_1}x_c$ also can be done by using pointwise matrix multiplications, provided we have prepared necessary coefficient matrices in the memory in advance. Therefore, we use $Q_{N_1}Q_{N_2}$ to represent the functional unit for implementing the three pointwise matrix multiplications.

Let $x$ represent the current input $N_1 \times N_2$ submatrix. Then, Fig. 8 shows the proposed hardware implementation. In Fig. 8, the hardware is divided into five parts: one pointwise matrix multiplier $Q_{N_1}Q_{N_2}$, one $C_{N_1}(x)C_{N_2}^T$, one $S_{N_1}(x)S_{N_2}^T$, one $L_{N_1}(x)$, and one $(x)L_{N_2}^T$. Input data are read from the host computer and are executed in a pipelined fashion. Table 4 shows that succeeding sets of input data can enter the hardware and can be executed in a pipelined fashion. Note that the functional units $C_{N_1}(x)C_{N_2}^T$ and $S_{N_1}(x)S_{N_2}^T$ are at full utilization.

7 Conclusions

A systematic method for designing the DCT recursive algorithm has been presented in this paper. The method is based on certain recursive properties of the DCT coefficient matrix that are proved in the paper. This method can be generalized to design the 2-D DCT recursive algorithm. Since the DCT is orthonormal [1] [2], the inverse DCT transform can be realized by taking the transpose of the forward transform.

An important contribution of this paper is to derive a more balanced recursive formula when decomposing the DCT into several functional submodules. This allows us to design fast parallel algorithms. It also allows us to design fast hardware implementations but with fewer hardware components than other designers.

Detailed analysis of the algorithms is provided in this paper. We consider operation complexities including those for multiplications, additions, shifts, and memory references, because all of these must be considered if we want to design parallel algorithms and hardware implementations. For the
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_{N_1/2 \times N_2/2} )</td>
<td>( A^1 )</td>
<td>( D^1 )</td>
<td>( C^1 )</td>
<td>( B^1 )</td>
<td>( D^2 )</td>
<td>( C^2 )</td>
<td>( B^2 )</td>
<td>( D^3 )</td>
<td>( C^3 )</td>
<td>( B^3 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{C}_{N_1/2 \times N_2/2} )</td>
<td>( A^1 )</td>
<td>( D^1 )</td>
<td>( C^1 )</td>
<td>( B^1 )</td>
<td>( A^2 )</td>
<td>( D^2 )</td>
<td>( C^2 )</td>
<td>( B^2 )</td>
<td>( A^3 )</td>
<td>( D^3 )</td>
<td>( C^3 )</td>
<td>( B^3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_{N_1/2 \times N_2/2} )</td>
<td>( A^1 )</td>
<td>( D^1 )</td>
<td>( C^1 )</td>
<td>( B^1 )</td>
<td>( A^2 )</td>
<td>( D^2 )</td>
<td>( C^2 )</td>
<td>( B^2 )</td>
<td>( A^3 )</td>
<td>( D^3 )</td>
<td>( C^3 )</td>
<td>( B^3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( L_{N_1/2 \times N_2/2} )</td>
<td>( A^1 )</td>
<td>( D^1 )</td>
<td>( C^1 )</td>
<td>( B^1 )</td>
<td>( A^2 )</td>
<td>( D^2 )</td>
<td>( C^2 )</td>
<td>( B^2 )</td>
<td>( A^3 )</td>
<td>( D^3 )</td>
<td>( C^3 )</td>
<td>( B^3 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{L}_{N_1/2 \times N_2/2} )</td>
<td>( A^1 )</td>
<td>( D^1 )</td>
<td>( C^1 )</td>
<td>( B^1 )</td>
<td>( A^2 )</td>
<td>( D^2 )</td>
<td>( C^2 )</td>
<td>( B^3 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Three sets of input data are pipelined entering into the hardware: \( Q_{N_1/2 \times N_2/2} \), \( \hat{C}_{N_1/2 \times N_2/2} \), \( S_{N_1/2 \times N_2/2} \), \( L_{N_1/2 \times N_2/2} \), and \( \hat{L}_{N_1/2 \times N_2/2} \), and are executed in a pipelined fashion in fourteen units of time. Note that, initially, let \( A = x_a \), \( B = x_b \), \( C = x_c \), and \( D = x_d \). After passing through the hardware, \( X_{oe} = A \), \( X_{eo} = B \), \( X_{oe} = C \), and \( X_{eo} = D \).
sequential algorithms, we require \( \frac{N}{2} \log N \) multiplications, \( \frac{3}{2} N \log N - N + 1 \) additions, \( \frac{N}{2} \log N - N + 1 \) shifts, and \( N \log N - 2N \) memory references, for computing an \( N \)-point DCT. The numbers of multiplications and additions are the same as those required in the best and well-known algorithms of [17] [23] [35] [39] [41].

For the sequential 2-D algorithms, we require \( \frac{3}{4} N^2 \log N - \frac{1}{4} N^2 \) multiplications, \( 3N^2 \log N - 2N^2 + 2N \) additions, \( N^2 \log N - \frac{7}{4} N^2 + 2N \) shifts, and \( 2N^2 \log N - 4N^2 \) memory references, for computing an \( (N \times N) \)-point DCT. The number of multiplications is less than those of [5] [12] [20]; while the number of additions are the same as those of [5] [12].

We also consider the parallel computation. We propose two parallel algorithms: one is based on the recursive doubling technique, the other is based on the cyclic reduction technique. These two algorithms, showing the trade-offs between cost and performance, can reduce the parallel computation steps from linear order down to logarithmic order. Suppose that we have sufficient processing elements for the parallel computation. We require \( O(\log N) \) parallel multiplication steps, \( O(\log^2 N) \) parallel addition steps, \( O(\log N) \) parallel shift steps, and \( O(\log N) \) parallel memory reference steps, for computing both the 1-D and the 2-D DCT. Note that, in the 2-D DCT parallel computation, we use more processing elements than those for the 1-D DCT. However, the complexity order for the parallel operations of these two are the same.
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Fig. 1. Implementation of Step 2, which computes \[
\begin{bmatrix}
X_e \\
X_o
\end{bmatrix} = \hat{C}_N \begin{bmatrix}
x_e \\
x_o
\end{bmatrix},
\]
in the DCT recursive algorithm. Solid lines represent transfer factor 1, while dashed lines represent transfer factor \(-1\). Circles \(\circ\) represent adders.
Fig. 2. The DCT signal-flow graphs for (a) $N = 2$, (b) $N = 4$, and (c) $N = 8$. 
Fig. 3. The signal-flow graph for $N = 16$, in which the problem $L_N v$ can be computed in only one parallel shift step and $\log N$ (= 4) parallel addition steps based on the recursive doubling algorithm.
Fig. 4. The signal-flow graph for $N = 16$, in which the problem $L_N v$ can be computed in only one parallel shift step and $2(\log N) - 1$ ($= 7$) parallel addition steps based on the cyclic reduction algorithm.
Fig. 5. Proposed hardware implementation for the DCT.
Fig. 6. Implementation of Step 2, which computes

\[
\begin{bmatrix}
X_{ee} & X_{eo} \\
X_{oe} & X_{oo}
\end{bmatrix} = \hat{C}_N \begin{bmatrix}
x_{ee} & x_{eo} \\
x_{oe} & x_{oo}
\end{bmatrix} \hat{C}_N^T,
\]

in the 2-D DCT recursive algorithm. (\(x\))'s represent current input \(N_x \times N_y\) submatrices.
Fig. 7. The $N \times N$ 2-D DCT signal-flow graphs for (a) $N = 2$ and (b) $N = 4$, where each of the $N/2 \times N/2$ data subsets are arranged into a 1-D array in lexicographical order for illustration.
Fig. 8. Proposed hardware implementation for the 2-D DCT.