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ABSTRACT 
For distributed memory parallel computers, broadcast operations 
arc widely used in a variety of applications. In this paper, we 
propose an eflicicnt algorithm for broadcasting on an all-port 
wormhole-routed 2D torus. The underlying network is assumed to 
support only the dimensionordered unicast routing. By taking the 
advantage of the all-port model and the distance insensitivity of 
the wormhole routing, the proposed algorithm can be proved to be 
depth contention-free, and needs only n steps for broadcasting on 
a 2d~2” torus. Furthermore, the software latency is also reduced 
by appropriately overlaying the messages sent out by the same 
node in each step. The timing analysis and the computer simula- 
tion conducted in this paper clearly show the performance im 
provement of the proposed algorithm. 

Keywords 
All-port, broadcast, depth contention-free, torus, wormhole rout- 
ing. 

1. INTRODUCTION 
A distributed rnemovy pcmAle1 computer consists of a large num- 
ber of identical processing elements and an interconnection net- 
work. Each processing element has its own processor, local mem- 
ory, and other supporting devices. Such a system is also known as 
a massively purullel computer (MPC). Processors in a MPC 
communicate by sending messages through the interconnection 
network. Communication operations may be either point-to-point 
or collective, depending on whether exactly two or more than two 
processors participate. One of the most fundamental communica- 
tion operations is broudcust, in which the same message is deliv- 
ered from a source node to all nodes in the network. Efficient 
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broadcast communication is useful in message-passing applica- 
tions, and is also necessary in several other operations, such as 
replication and barrier synchronization 121, which are supported 
in data parallel languages. 

There are many different kinds of interconnection networks being 
used to build parallel computers. The most popular ones are k-ary 
rr-cubes and their variants, such as rings, meshes, tori, and binary 
rr-cubes. Early systems that used the store-and-forward switching 
often adopted a hypercube topology because its relatively dense 
interconnection network resulted in shorter message paths. How- 
ever, many new-generation wormhole-routed MPCs use low- 
dimensional mesh and torus topologies. These topologies arc 
simpler and more easily to construct than hypercubes. Although 
they exhibit larger internode distances, the relative distances 
insensitivity of wormhole routing obviates this problem. Dally [3] 
had shown that low-dimensional networks have lower latency and 
higher hot-spot throughput than high-dimensional networks with 
the same bisection width. 

Broadcasting on an interconnection network can be supported by 
either hardware or software. rrCUBE-2 [l] is an example that 
supports broadcast in hardware, but it can not prevent deadlocks 
if two or more broadcast operations are performed simultaneously. 
Most existing MPCs do not support broadcast in hardware. In 
these environments, broadcast must be supported in software by 
sending multiple unicast messages. The simplest way to imple~ 
ment broadcast is to send a separate copy of the message directly 
from the source to every other node. However, this strategy is 
unacceptable for its poor performance. An alternative approach is 
to use a broodcast tree to improve the performance. In each mes- 
sage passing step of a broadcast tree, each node holding a copy of 
the message forwards it to some subset of the other nodes that 
have not yet received it. The number of messages a node can send 
out concurrently is determined by the system’s port model. In an 
&port system, each node can send and receive messages to and 
from all its neighbors at the same time. 

In this paper, we address the problem of broadcasting on an all 
port wormhole-routed two dimensional (2D) torus. Our method is 
intrigued from the idea of recursively decomposing a 2D torus to a 
number of smaller buildirlg blocks. Following the decomposition, 
the broadcast message is also forwarded to every node. It can be 
proved that the proposed broadcast algorithm is depth contention- 
free and needs only ri steps for broadcasting on a 2”~2~ torus. 

The remainder of the paper is organized as follows. Section 2 
describes the specific architectural characteristics of the systems 
considered in this paper, and Section 3 illustrates the issues and 
the problems involved in supporting efficient broadcast communi 
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Fig. 1. The all-port node architecture. 

cation in such systems. In Sections 4, related works are briefly 
discussed. Section 5 gives the details of the proposed broadcast 
algorithm. The performance of the proposed algorithm is evalu- 
ated in Section 6. Finally, Section 7 concludes this paper. 

2. THE SYSTEM MODEL 
The time required to move data between nodes is critical to the 
system performance. It can be evaluated by cornrnurzic~fio~~ Iu- 
terrcy, which is the interval from the time the source node begins 
to send out a message until the destination node has received the 
message. Communication latency is composed of two parts: soft- 
wme lutettcy and network latettcy. The software latency, including 
sending htetrcy and receivittg latetlcy, is the time required for the 
system to handle the message at both the source and destination 
nodes. The network latency equals the elapsed time after the head 
of a message has entered the network at the source until the tail of 
the message emerges from the network at the destination. In 
addition to the time for transmitting a message through channels, 
network latency also contains the blocking time, which includes 
all possible delays encountered during the lifetime of a message. 
For example, there may be delays due to chatutel cotztetztiotl, i.e., 
some channel is required by two or more unicasts simultaneously. 
For software-supported broadcast, the total latency, called broud- 
cast lutemy, is the interval from the time the source node begins 
to send the message until the last node has received the message. 
Since several message-passing steps may be required for broad- 
casting, broadcast latency is severely affected by the number of 
message-passing steps and the communication latency in each 
step. The way to minimize broadcast latency depends on the 
particular system architecture. The system architectures under 
consideration in this paper are 2D tori that can be characterized 
by three properties described below. 

First, the worttzhole routing switchitzg strutegy [9] is used. With 
wormhole routing, each message is divided into a number of flits. 
The header flit(s) carries the address information and governs the 
route while the remaining flits of the message follow in a pipeline 
fashion. One of the attractions of wormhole routing is that the 
storage requirement for each router is significantly less than that 
of the store-and-forward routing. Another attraction of wormholc 
routing is that its network latency is much lower than that of 
store-and-forward routing. In the absence of channel contention, 
the network latencies of wormhole routing are relatively inde- 
pendent of the distance between the source and destination nodes. 

Second, the all-port architecture is utilized. In wormhole-routed 
MPCs, communications among nodes are handled by a separate 
router, as shown in Fig. 1. Extertzul chutmles connect the router to 
neighboring routers, and itztertzul chutttzels connect to its local 
processor. The port model refers to the number of internal than 
nels at each node. If each node possesses exactly one pair of 
internal input/output channels, the system is called a otze-port 
architecture. In a one-port architecture, a local processor must 
transmit messages sequentially, and messages that are destined to 
the same node have to be received sequentially. In the case of an 
&port system, every external channel has a corresponding 
internal channel, thus allowing the node to send and receive 
messages to and from all its neighbors concurrently. 

Finally, these systems use the deterministic dimension-ordered 
routing ulgorithm [9], which reserves links in a strictly increasing 
order of dimensions when sending messages. To provide shortest 
routing paths, virtuul chutttlels have to be added to prevent dead- 
lock in a torus network [5]. Fig. 2 illustrates how virtual channels 
can be arranged along a single dimension with even width k. The 
situation is similar when k is odd. There are three sets of virtual 
channels: p-channels, l-channels, and h-channels. The p-channels 
route messages that will eventually use the wraparound channel 
in the same dimension. The I-channels and h-channels are used 
after the wraparound channel has been traversed. They are also 
used by messages that will not use the wraparound channel in the 
current dimension. The I-channels are directed towards lower- 
address neighboring nodes, while higher-address neighbors are 
reached through h-channels. By accounting for the merits of the 
dimension-ordered routing algorithm, the designer of unicast- 
based collective operations may be able to eliminate channel 
contention, so that the performance can be improved. 

3. THE PROBLEM 
The most important issue for an efficient broadcast algorithm is to 

Fig. 2. Virtual channels in one dimension of a torus. 
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Fig. 3. Examples of broadcasting on a 4x4 torus. 

minimize the broadcast latency. As we had mentioned in Section 
2, the broadcast latency is the interval from the time the source 
node begins to send the broadcast message until the last node has 
received the message. In wormhole routed networks that support 
only the unicast communication, a broadcast operation must be 
implemented in software by sending several rmicast messages. 
For instance, to implement the broadcast operation in a network 
with N nodes, we have to generate (N-l) unicasts so that every 
nodes cat1 receive the broadcast message. If all these (N-l) 
unicasts are sent by the source node, then the broadcast latency 
will bc the sum of the communication latencies of the (N-l) 
unicasts in the worst case. Obviously, this strategy is unaccept- 
able for its poor performance. By organizing these unicasts as a 
broadcast tree, better performance may be obtained. Fig. 3 shows 
the difference of these two implementations for broadcasting on a 
4x4 torus. In Fig. 3(a), node (0, 0) generates 15 unicasts to send 
the broadcast message. In Fig. 3(b), an example of a broadcast 
tree is illustrated. 

The pcrfortnance of a broadcast tree depends on the system’s 
architecture, especially the switching strategy, the port model, 
and the unicast routing algorithm. Exploiting the distance insen- 
sitivity of wormhole routing, the communication latencies of the 
unicasts in a broadcast tree are approximately the same in the 
absence of channel contention. For this reason, in the absence of 
channel contention, the broadcast latency is approximate the time 
for performing the longest sequence of unicasts in the broadcast 
tree. For example, the longest sequence of unicasts in Fig. 3(b) is 
first from (0, 0) to (2, 0), then from (2, 0) to (2, l), finally from (2, 
1) to either (1, 1) or (2, 2). However, if channel contention hap- 
pens in some unicasts, their communication latencies may in- 
crease, and the broadcast latency may also increase and becomes 
unpredictable. 

The total software latency for performing the longest sequence of 
unicasts is also an important part of the broadcast latency. hl- 
though the all port model is utilized, a processor can only handle 
one message at a time before the message is ready to be sent to 
the router through the internal output channel. Therefore, appro- 
priately overlaying the messages sent out by each node in each 
step may be able to decrease the software latency of the longest 
sequence of unicasts in the broadcast tree. Hence, the broadcast 
latency may also be decreased. Consider the example shown in 
Fig. 3(b). There arc four unicasts from source node (0, 0) to nodes 
(3, O), (0, 3), (0, 2) and (2, 0), denoted by u,, Ub, u, and IQ, re- 

spectively, in the first message-passing step. If 11d is the last one 
handled by node (0, 0) in the first step, then node (2, 0) will have 
to wait three more sending latencies before it starts to broadcast 
the message. This is because node (0, 0) has to spend the time for 
handling the other three unicasts. Since node (2, 0) is an interme- 
diate node in the longest sequence of unicasts, a better choice is to 
handle /id first. In this way, node (2, 0) can continue to forward 
the message to other nodes as soon as possible. 

From above discussion, it is obvious that an efficient broadcast 
algorithm should minimize the number of unicasts in the longest 
sequence, i.c., minimize the number of message-passing steps, 
prevent channel contention, and minimize the total software 
latency for perfortning the longest sequence of unicasts. To for- 
urally define the requirements of an efficient implementation for 
broadcasting on a dimension-ordered wormhole-routed network, 
some definitions arc given below and a theorem for contentiorl- 
free broadcast algorithm is also proposed. 

A unicast operation in a broadcast tree can be denoted as an 
ordered quadruple (I(, v, p(u, v), t) [Xl, where N and v are the 
source and destination nodes, respectively, ~(‘1, v) is a path based 
on dimension-ordered routing, and t is the message-passing step 
of the broadcast at which the unicast is performed. Two unicasts 
(II, v, ~(74 v), f) and (a-, Y, p(x, .Y), z) are contetltiotl-free if they 
will not contend for the same channel at the satne time. Clearly, if 
the two paths ~(IA, v) and P(,Y, y) are arc-disjoint, then (n, v, p(rr, v), 
t) and (x, y, p(x, y), Z) are contention-free. 

Definition 1: An implementation Z(B) of a broadcast B is a set 
quence of unicast sets Ill, UZ,. ., Uk, satisfying the following 
conditions. 

1) VI= ((so, u, p(so, u), 1) ), where SO is the source node of A 
and u is one of the other nodes in the network. 

2) For every unicast (u, v, p(rc, v), t)E U,, U#SO and l<t<k, there 
must exist a set lJ, with j-3 which has (w, IA, p(w, u), j) as a 
member for some node W. 

3) For any two unicasts (u, v, p(u, v), t) E lJ, and (x, Y, p(s .Y), 
t) E l/,, llt<k, if M=X, then the first channel ofp(u, v) # the 
first channel of p(x, y). 

4) For every node di, d,+so, there exist exactly one node w such 
that (w, d,, p(w, cl)), j) appear in U, for some integerj, lljrli. 

The first condition in Definition 1 states that only the source node 
is sending messages in the first step of the implementation. The 
second condition guarantees that a node, except the source node, 
has received the message before it may forward the message to 
another node. The third condition implies that the tnessages sent 
by the same node in a step must use different output channels. 
Finally, the last condition ensures that every node receives the 
broadcast message exactly once. In the example illustrated in Fig. 
3, t.here are three unicast sets in the implementation. A broadcast 
implementation is said to be stepwise cotrtetrtiotz:free if the ele- 
ments in each unicast set lJ1 are pairwise contention-free, and 
depth cotltetzfim-free if any two unicasts in the broadcast imple- 
mentation are contention-free. Theorem 1 gives sufficient condi- 
tions for an implementation to be depth contention-free. 

Definition 2: Given a broadcast implementation I(B)= { UL, .!J?, , 
Vk), a node v is in the reachable set of node U, denoted as R,,, if 
and only if v=u or there exists j, l<jlrC, such that (w, v, p(w, v), 
j)c lJj for some node WE R,,. 
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Fig. 4. Illustrations of Conditions 1,3 and 4 in Theorem 1. 

Theorem 1: Given a broadcast implementation I(B), if at least 
one of the following four conditions holds for every pair of 
unicRsts (I(, v, p(rr, vj, I) and (x, y, p(x Y), z) in I(B), where t17, 
then I(R) is depth contentiori-free. 

1) .rE K,.. 
2) p(rr. v) and p(.r. y) are arc-disjoint. 
3j l/=.x and the first channel in p(u, v) is also the first channel 

in p(x, v). 
4) .TE K,, (11, PV, ~(14, tv), t+/)~ Z(B) for some node w and positive 

integer 1, and the first channel in P(M, vj is also the first 
channel in P(N. IV). 

Proof: WC shall show that contention does not arise between any 
pair of unicasts in the implementation. Consider two arbitrary 
unicasts (II, v, ~(11, v), r) and (x, y, p(x, .Y), z), with t5~ 

C’nrrdi~iorf 1: If .YE K,,, then the [l-to v unicast must be completed 
before the r-to-y unicast begins, as shown in Fig. 4(a). Clearly, 
they are contention-free. (Note: rr~R~ since 15~) 

Comfitio~z 2: If the two paths of the messages, p(u, v) and ~(r .Y), 

are aredisjoint, then, by definition, the two unicasts must be 
contention-free. 

Corrditiorr 3: If r.(=x and the first channel in p(u, v) is also the first 
channel in p(.r, y), then we can derive t<zsince u can send only 
one message through the same internal output channel at a time as 
defined in Definition 1. Fig. 4(b) illustrates this situation. Note 
that IA sends the message to v before sending it toy. Even if %t+l 
and the sending latency is 0, no contention will happen. 

Coditiorz 4: As showing in Fig. 4(c), node M must complete 
sending the message to node v before it can start to send the 
message to node u’ because the first channel in p(rc. v) is also the 
first channel in p(u, bv). Since node VI’ is either an ancestor of x or 
.r itself, cle.arly, node v will receive the message prior to node x. 
This prevents channel contention. cl 

4. RELATED WORKS 
The problem of implementing collective operations in wormhole 
routed networks has been studied extensively. A recent survey 
car1 bc found in 171. In terms of the one-port model, Mckinley, Xu, 
Esfahanian and Ni [8] proposed a recursive doubling process for 
multicast communication in meshes and hypercubes. This process 
was also cxtcnded to tori [ 101, and proved to be depth contention- 
free. For the all-port model, Ho and Kao [6] developed an optimal 
broadcast algorithm for hypercubes. On an II -dimensional hyper- 
cube, it needs only B(rr/lng$rz+l)) steps and is also proved to be 

depth contention-free. 

On all-port meshes and tori, Tsai and Mckinley [ll], [12] pro- 
posed the atended domirzutirzg nodes (EDN) approach for broad- 
casting. When broadcasting on a 2d~2d torus, their algorithm 
constructs (d+l) e.rtended dornirwtirzg sets (EDSs), one for each 
level. The highest level EDS contains only the source node, while 
the level-0 EDS is the set of all nodes in the network. Each node 
in a level-i EDS, l%d, follows some pattern to send the mes- 
sage to nodes in the level-(i-l) EDS. Their algorithm requires d 
steps for broadcasting and is proved to be stepwise contentions 
free. However, through computer simulation, it can be shown that 
their algorithm is not depth contention-free. 

For broadcasting on an all-port 2D torus with arbitrary size, Tseng 
[13] proposed a diluted-diclgorzul-bLlsed scheme. On a square tlxt7 

torus, I 7rlogsrli+l steps are required for Tseng’s algorithm. On a 
nonsquare IIIXIZZ torus, ~UUIZ, the number of steps depends on 111. 

If 12~ is even, (rlogsd+ rlogsy+ hog++ 2) steps are re- 

quired; if 111 is odd, one more step is required. Although Tseng’s 
algorithm can handle 2D tori with arbitrary size, it can not guard 
antee to be depth contention-free either. 

In this paper, we also deal with the problem of broadcasting on a 
2d~2d all-port torus. The proposed algorithm requires d steps and 
is proved to be depth contention-free. Moreover, the software 
latency is also minimized by the proposed algorithm. 

5. THE PROPOSED DCF ALGORITHM 
In an II dimensional torus, each node has two neighboring nodes 
in each dimension. If the all-port model is utilized, a node can 
send messages to at most 2r1 nodes simultaneously. Thus, there 
exists a theoretical lower bound, rlog2,,+#Vji, on the number of 
message-passing steps for broadcasting on an all-port II- 
dimensional torus, where N is the total number of nodes in the 
network. However, this lower bound may not be achievable under 
the constrain of dimension-ordered routing. Because of the con- 
strain of dimension-ordered routing, it is not always possible for 
every node to send the message to 2rz new nodes in every step. In 
the literature, the EDN algorithm [12] and the Tseng’s algorithm 
[13] are both efficient for broadcasting on an all-port wormhole- 
routed torus. They require d and 2rlog52di+l steps respectively 
for broadcasting on a 2d~2d torus. Although they can be proved to 
be stepwise contention-free, channel contention may occur be- 
tween two unicasts in different steps. To eliminate channel con- 
tention, a new algorithm is proposed in this section. The proposed 
algorithm also needs only d steps for broadcasting on a 2d~2d 
torus. Moreover, it can be proved to be depth contention-free and 
the software latency is also reduced by appropriately overlaying 

Fig. 5. An example of the building block, Z-block. 
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Fig. 6. Decompose a 4x4 torus into four level-l Z-blocks. 

the messages sent out by the same node in each step. 

5.1 Building Blocks 
The proposed broadcast algorithm is based on buildir~g blocks. A 
building block of a network consists of a set of units. Each unit is 
either a smaller building block or a node in the network. For 
convenience, a single node can be viewed as the degenerate case 
of a building block. Nodes in a building block are assumed to be 
able to communicate with each other through the paths deter 
mined by the unicast routing algorithm. One of the units in a 
building block is called the block source: nrzit, who takes the 
responsibility of broadcasting messages to the other units. A 
building block is called a level..1 block if there is only one node in 
each unit. The block source unit of a level--l block can also be 
called a block source node. A level-i building block can be con- 
structed recursively so that each unit in a level-i building block is 
a level (i 1) building block. Fig. 5 shows an example of a build- 
ing block, called % ~block. There are 4 units in a Z-block. The 
block source node, (X, Y), of a level- 1 Z-block can broadcast a 
message to the other three nodes, (X-l, Y+l), (X, Y+l) and (X+1, 
Y), in one step. 

a 4x4 torus can be viewed as shown in Fig. 6(b). Fig. 6(c) illus 
trates the recursive decomposition. Note that the four dashed 
units in Fig. 6(c) form a level-2 Z-block. The concept of the 
above decomposition can be generalized so that a 2d~2d torus can 
be viewed as a level- d Z.-block. 

From the above example, it can be observed that a torus can he 
viewed as a high-level building block. The block source unit in 
the high-level building block can send the broadcast message to 
the other units. Hence, following the recursive decomposition of 
the high-level building block, the message can be sent to every 
nodes in the network. This broadcast algorithm can be applied 
regardless of the location of the source node since the torus is a 
node symmetric topology. 

5.2 The DCF Building Block 
The above subsection has illustrated the building-block-based 
approach for broadcasting. Although the Z-block can be used for 
broadcasting on a 2d~2d torus, it is not depth contention-free. 
Moreover, in addition to the network latency, it needs 3 sending 
latencies and 1 receiving latency for broadcasting a message from 
the block source unit to the other three units in a Z-block. In 
order to find a depth contention-free broadcast algorithm with 
fewer software latency, a different building block, as shown in Fig. 
7, is proposed. It is called a DCF_b/ock, which consists of 16 

A 4x4 torus can be decomposed recursively into four level-1 
Z-blocks, as shown in Fig. 6. For clarity, some channels are not 
painted in Fig. 6. Since there are wraparound channels in a torus, 

?=(Xs, Ys) A=&, Y.) =Ws+=i Ys+6) A=& YA) 
B=(&, YE) 4& Ys+‘M 

y:-4 c=(Xc, Yc) (Xc9 ycts) 

C=& Yc) =4&-s, b-6) &Ab) 
&-s, Yc) 

0=(x0, YD) =& YSS) (XA, YA-4 w&,, YD) ---, (&,+s, YD) 

B=WB, YB) 

E 

(&I+& YB) 

(x,-s, YB) s=(‘s, yd -+ cxs+6; ‘s) 

(XB, G-s) 

(a) the first step. (b) the second step. 

Fig. 7. Broadcasting on the level-l DCF-block. 
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units. It takes two steps for broadcasting on a DCF .block. Fig. 7 
illustrates the broadcast algorithm for a level-i DCKblock, 
where 54” I’. In the first step, the source node S in the block 
source unit sends the broadcast message to nodes A, B, C and D as 
shown in Fig. 7(a). In the second step, nodes S, A, B, C and D 
send the message to their neighboring units as shown in Fig. 7(b). 

It can be observed that a 4x4 torus can be viewed as a level-l 
DC’l:.block. Simihuly, a 16x16 torus can be recursively decon- 
posed into 16 level 1 DCF blocks, and bc viewed as a lcvelL2 
D(‘l;_~block. In general, a Ikx4” torus can be viewed as a level _k 
D(‘F block. For broadcasting on a level k DCF ~block, it takes k 
phases, and two steps in each phase. In the first phase, the source 
node S sends the message to another IS nodes, as shown in Fig. 7. 
After the first phase, each of t.hc block source units of the 16 
level--(k 1) DCF blocks has got a copy of the broadcast message 
and continue to broadcast it. Note that, all the block source units 
of level-(k-j) DCF -blocks can get a copy of the broadcast mes 
sage at the end of phasej, and then send the message to the block 
source units of level (k+lj DCI: blocks in the next phase. The 
messages sent by the same node in each step are handled in the 
order as shown in Fig. 7. We will show in Section 6 that the 
software lat.ency can be reduced in this order. 

7’0 handle a 2D torus of size (2x4”)~(2~4”), we can define a 
lcvel~~ 2 DCF’-block to be composed of 16 level-1 Z_blocks rather 
than 16 level -1 DCI’.blocks. Hence, a (2~4”)~(2~4~) torus can he 
viewed as a level (k+l) DCI;“ block. When broadcasting, (k+l) 
phases are needed. In each phase j, Isi<-k, the detail of each step 
is the same as shown in Fig. 7, except I!?= 2~4@j’. The only differ 
encc is in the last phase. There is only one step in the last phase 
as shown in Fig. 5. Therefore, it needs 2k+l steps for broadcast- 
ing on a (2x44x(2x4”) torus. 

Theorem 2. The proposed algorithm delivers a message exactly 
once to every node in a 4k~4k torus in 2k message-passing steps, 
for any k> 1. 

Proof: Since a 4”x4” torus can be viewed as a level-k DCF-block, 
we can prove this theorem by showing that every node in a level k 
DCF block can receive the broadcast message exactly once in 2k 
sleps. 

‘I’hc proof is by induction on k. For k=:=I, as shown in Fig. 7, every 
node can receive the broadcast message exactly once in 2 steps. 

Assume that the result is true for k=/, 121, i.e., every node in a 
lcvcl / DCF block can receive the broadcast message exactly 
once in 7-l steps. Now, consider broadcasting on a level--(l+l) 
DCF~~block. As shown in Fig. 7, after the two message-passing 
steps in the first phase, one of the nodes in each block source unit 
of the 16 level ~I DCFPblccks received the message exactly once. 
Then, they take the responsibility of broadcasting in each of the 
16 level I DCF blocks. According to the assumption, this can be 
done in 21 steps and every node can receive the broadcast message 
exact.ly once. Therefore, broadcasting on a levelP(l+l) DCF_block 
can be completed in 2([+1) steps, and every node can receive the 
broadcast message exactly once. By mathematic induction, this 
theorem must be true for any k>l. El 

Corollary 1. The proposed algorithm delivers a message exactly 
once lo every node in a (?X4k)X(?Xitk) torus in 2k+l message 
passing steps, for any k21. 

Corollary 2. The proposed algorithm delivers a message exactly 
once to every node in a 2dx2d torus in d messagepassing steps. 

Theorem 3. The proposed algorithm for a 4”x4” torus network is 
stcpwise contentiori~free. 

Proof: Since a 4”xlk torus can he viewed as a level--k DCF block, 
we can prove this theorem by showing that it is stepwise conten- 
tiori--free for broadcasting on a level k DCF-block. 

First, it can he observed in Fig. 7 that unicasts in the same mes 
sage-passing step for a DCF -block must be stepwise contention 
free. Besides, the routing paths of the unicasts USC only the than 
nels within the DCF -block. Since DCF blocks of the same level 
must be disjoint, channel contention can not happen between 
unicasts in different DCF..hlocks. ‘I’herefore, the proposed algo 
rithm must be stepwise contentiori-free. 0 

Corollary 3. The proposed algorithm for a (2~4~)~(2~4~) torus is 
stepwise contention-free. 

Theorem 4. The proposed algorithm for a I”x4” torus is depth 
contention-free. 

Proof Since a 4k~4k 2D torus can be viewed as a level-k 
DCI:.block, we can prove this theorem by showing that there is 
no contention for broadcasting on a level- k DCI;_hlock. 

‘The proof is by induction on k. For k=l, as shown in Fig. 7, only 
two of the 15 unicasts may use the same channel. One is from S to 
(X+2,r) in step 1, and the other one is from S to (X+1 ,v in step 2. 
Since these two unicasts are in different steps and their first 
channel is the same one, from Condition 3 in ‘l’heorem 1, no 
contention may happen. Hence, broadcasting on the level-~1 
DCF-block is depth contentiorl-free. 

Assume that broadcasting on the level-1 DCF~_block is depth 
contention-free. Now, consider the case for the level-(Z+l) 
J)CI:~-block. From the assumption, thcrc is no contention between 
unicasts in the same level-l DCF_block. Since channels in differ- 
ent level-l DCF-blocks must be disjoint, there is no channel 
contention between unicasts in different level--l DCF blocks. 7’0 
prove that broadcasting on the level_(/+l) DCl:- block is depth 
contention free, we only need to show that no unicast in the first 
phase will contend for any channel with other unicasts. 

From the reasons similar to the above discussion for k=l, we can 
prove that no contention may happen between any two of the IS 
unicasts in the first phase for broadcasting on the levelP(l+l) 
DCF -block. In the following, it is proved that ~JO unicast in the 
first phase will contend for any channel with unicasts in other 
phases. First, consider the unicast (S, A, P(S,A), 1) in the first 
phase, where S=(X,y) is the source node and A=(X+2S,Y+& It 
can be observed that (S, A, P(S,A), 1) passes channels of four 
level-j DCF-blocks. These four level--l DCF_blocks are denoted 
as Ql, Q,, Qc and @I, and the their source nodes are S, (X+&Y), 
(X+2s,Y) and A, respectively. In the following, we shall show that 
there is no channel contention between (S, A, P(S,A), 1) and 
unicasts in these four level-l DCF blocks. 

1. From the algorithm shown in Fig. 7 and the constraint of the 
dimension ordered routing, unicasts in Q. that may contend 
for the same channel with (S, A, P(S,A), 1) must be gener 
ated by nodes passed by (S, A, P(S,A), 1). Lxt .t be the 
source node of such an unicast. If ES, the first channel 01 
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the unicast must be the same as the first channel of P(S,A). 
From Condition 3 in T’hcorem 1, no contention may happen. 
Suppose that .X&S. There must exist an ancestor W of n that 
receives the message from S and the first channel from S to 
W is the same as the lirst channel of P(S,A). From Condition 
4 in ‘I’hcorcm 1, there is no contention between (S, A, 
P(S,A), I ) and the unicast. Hence, there is no contention 
between (S, A, P(S,A), 1) and any unicast in Q:,. 

7 -. Node (X+cY,Y) is an ancestor of the source nodes of all the 
utlicasts in Qb and it will receive t.he broadcast message 
from node S in step 2. Since the first channel from S to 
(X+gY) is the same as the first channel of P(S,A), from 
Condition 4 in Thcorcm 1, there is no contention between (S, 
A, ryS,Aj, I ) and unicasts in 0,. 

3. Since the source node of each unicast in Qc and Qd is in the 
re:d~able set of A, front Condition 1 in Theorem 1, there is 
no contention between (S, A, i’(S,A), 1) and unicasts in Qc 
md Qci. 

For the itbovc discussion, we can conclude that there is no con 
tcntion between (S, A, f’(S,A), 1) and other urlicasts. The other 
unicasts in t.he first phase can also be proved to be contention-free 
with any other unicast in a similar way. IIericc, there is no con 
tcntiotl when broadcasting on a level (/+I) DCF.block. Therefore, 
the proposed algorithm for a 4”x4” torus is depth contention-frcc.0 

Corollary 4. The proposed algorithm for a (2x4”)~ (2x4’) torus is 
depth conteritiorl~free. 

6. PERFROMANCE EVALUATION 
In this section, the performance of the proposed algorithm is 
evaluated through the timing analysis and computer simulation. 
For comparison, the performance of the EDN broadcast algorithm 
is also evaluated. From the results, the performance improvement 
of the proposed broadcast algorithm over the EDN algorithm can 
be clearly observed. 

6.1 Timing Analysis 
As we have proved in Section 5, the proposed algorithm needs 
only d steps for broadcasting on a 2d~2" torus, and is depth COP 
tention free. In order to better understand the performance of the 

Fig. 8. Rroadcasting on a 32x32 torus when sending and 
receiving latencics are 0. 

proposed algorithm, the time required for broadcasting will be 
analyzed. In the following analysis, t, represents the sending 
latency incurred for each message; tr is the receiving latency; the 
time required for transmitting a flit on a channel is t,; L is the 
length of the broadcast message, in flits; and h denotes the dis- 
tancc bctwcen the source and destination nodes of an unicast.. 
Thus, in the absence of channel contention, the communication 
latency of an unicast is t, + ht, + Lt, + t,. Suppose that a node 
sends the broadcast message to m different destination nodes in 
one step. Since the sending latencies of these m unicasts must be 
serialized, in the absence of channel contention, the time required 
from the beginning of the first unicast to the receipt of the mes- 
sage by the ith destination is it., + h,t, + Lt, + t,, where II, is the 
distance of the ith unicast handled by the node. IJsing this formula 
as a basis, the broadcast latency of the proposed algorithm and the 
EDN algorithm arc analyzed in the following. 

For the first step in a phase of the proposed algorithm, there arc 
four unicasts from S to A, B, C and D. Suppose that S begins to 
send the message at time instant 0, then A, B, C and D receive the 
message at time instants (ts + 319, + Lt, + tr), (2t,, + 26t, + Lt, + I,), 
(3& + 261, + Lt, + tJ and (4tS + &, + Lt, + t,), respectively. Once 
they receive the message, they begin the second step in the phase. 
Hence, the last unicasts sent out by A, B, C, D and S in the second 
step must be completed at time instants (5t, + 46, + 2Lt, + 2t,) , 
(51, + 36t, + 2Lt, + 2t,.), (9, + 36t< + 2Lt, + 2tJ , (5t, + 28, + 20, 
+ 21,) and (51, + 6t, + 2Lt, + t,.), respectively. Obviously, the time 
for completing a phase is (3, + 46t, + 2Lt, + 2t,.). Since there are k 
phase for broadcasting on a 4k~4k torus, the broadcast latency is 

&y +qt, +2Ltc +2t,.) , where &4k-‘. This summati~~n 
i=L 

equals to (5kt,T + 
4(4” -1) 
~ t, + 2kLt, + 2ktrj. Similarly, the 

3 
broadcast latency on a (2~4~)~ (2x4”) torus can be derived to be 

[ (5k+3)t, + 
q4@+*) - 1) 

3 
tc + (2k+l)Lt, + (2k+l)t,. 1. 

The time for the EDN broadcast algorithm can be analyzed in the 

Fig. 9. Broadcasting on a 32x32 torus when sending and1 
receiving latencies are 200 cycles. 
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same way. Without considering the possible channel contention, 

the broadcast latency is (6kt, + 
4(4" -I) 
- 1, + ?kL,t, + 2/e,.) on a 

3 

dx4” torus, and [ 3(2k+l)t, + 
q&k+l) - 1) 

3 
t, + (2k+1)0, + 

(2k+l)t,. ] on a (2~4~)~ (2x4”) torus [12]. Compared with the 
proposed algorithm, the EDN algorithm spends k more sending 
latencice and the blocking time that may be caused by the possi- 
ble channel contention. 

6.2 Simulation Study 
To investigate the performance improvement of the proposed 
approach, some experiments are made by simulating the network 
behavior of 2D tori. The performance measure is the maximum 
latency. Given a message size, node (0, 0) is assumed to broadcast 
the message to a11 the other nodes. The simulated chanrlel rate is 
cm cycle per flit. Fig. 8 and Fig. 9 show the simulation result of 
the proposed DCF algorithm and the EDN algorithm over differ- 
ent message lengths on a 32x32 torus. In Fig. 8, the sending 
latency and the receiving latency are both set to 0. In Fig. 9, the 
sending latency and the receiving latency are both set to 200 
cycles. It can be observed that in both cases, the performance of 
the proposed algorithm is better than that of the EDN algorithm. 

In Fig. 8, Ihe cffcct of channel contention cm be observed. The 
IZDN algorithm takes about one more communication latency than 
the proposed algorithm because of the blocking time caused by 
chanrlel contention. The difference becomes more significant as 
the message size increases. The benefit for overlaying the mes- 
sages sent out by each node in each step can be observed in Fig. 9. 
The broadcast latency of the proposed algorithm is about 200 
cycles fewer than that of the EDN algorithm, which is rather 
significant for small message sizes. 

Compared the simulation results with the timing analysis, it can 
be noted that the broadcast latency of the proposed algorithm is 
very close to what we have analyzed because it is depth conterl- 
lion-free. IIowever, the broadcast latency of the EDN algorithm is 
unpredictable due to the possible channel contention. 

7. CONCLUSION 
III this paper, we propose a new algorithm based on building 
blocks to broadcast messages on an all-port wormhole-routed 2D 
torus. The underlying network is assumed to support only the 
dimension ordered unicast routing. By taking the advantage of the 
all-port model and the distance insensitivity of wormhole routing, 
we have achieved the goal of n steps for broadcasting on a 2d~2d 
torus, and no channel contention between any two constituent 
urlicast messages. Furthermore, the software latency is also re 
duced by appropriately overlaying the messages sent out by the 
same node in each step. The timing analysis and the computer 
simulation clearly show the performance improvement of the 
proposed algorithm. 
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