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Abstract

This paper develops a Bayes regression model having change points for the analysis of array-CGH data by utilizing not only the underlying spatial structure of the genomic alterations but also the observation that the noise associated with the ratio of the fluorescence intensities is bigger when the intensities get smaller. We show that this Bayes regression approach is particularly suitable for the analysis of cDNA microarray-CGH data, which are generally noisier than those using genomic clones. A simulation study and a real data analysis are included to illustrate this approach.
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1 INTRODUCTION

The application of comparative genomic hybridization (CGH)s to metaphase spreads enabled genome-wide analysis of gross DNA copy number imbalance, which are key genetic events in the development and progression of human cancers. It makes use of the ratio of the fluorescence intensities detected from the differentially labeled 'test' and 'reference' DNA, which are competitively hybridized to normal metaphase chromosomes on a glass slide, to study DNA copy number imbalances. Although array-CGH is based on the same principle as metaphase-CGH, except that the targets are mapped genomic clones or cDNA clones instead of whole chromosomes, it provides more reliable measurements of DNA copy number aberrations and has received much attention in the past years. A review of the current array-CGH technology is given in Mantripragada et al. (2004).

Several methods have been proposed to study DNA copy number changes based on array-CGH data. For example, Hodgson et al. (2001) proposed a three-component normal mixture model and a maximum likelihood approach, Pollack et al. (2002) devised a threshold method and provided an estimate of the false discovery rate (FDR) for the result, and Cheng et al. (2003) described a regression-based statistical method to test for the changes in copy numbers, among others. A common drawback of these methods is that they do not take into consideration of the fact that DNA copy number changes occur in contiguous regions of a chromosome, which often cover multiple markers or even whole chromosome.

Recently, there appeared methods that utilize the above mentioned spatial structure of the genomic alterations. For example, Jong et al. (2003) and Autio et al. (2003) proposed to divide the genome to regions and then assign each region to one of the three states: normal, gain, and lose, Olshen et al. (2004) developed the circular binary segmentation method to translate noisy intensity measurements into regions.
of equal copy number, Fridlyand et al. (2004) developed an unsupervised hidden Markov model approach to study the number and types of DNA copy number aberrations, and Wang et al. (2005) proposed an algorithm 'Cluster along chromosomes' (CLAC) for the analysis of array CGH data.

The purpose of this paper is to develop a Bayes regression approach for the analysis of array-CGH data by utilizing not only the underlying spatial structure of the genomic alterations but also the observation that the noise associated with the ratio of the fluorescence intensities is larger when the intensities get smaller. We indicate that this Bayes regression approach is particularly relevant for the analysis of cDNA microarray-CGH data, which are generally noisier than those using genomic clones. Although it is desirable to study the gain or loss at each locus in the test sample, the focus of this paper is on the easier problem of looking for change points, where the DNA copy number on the right of the point is different from that on the left.

This paper is organized as follows. Section 2 presents a Bayes regression model in which the regression function is a step function, and a Markov chain Monte Carlo method for its inference. Section 3 examines this Bayes method in the simulation studies and reports that it is indeed beneficial to exploit the noise structure when existing. Sections 4 illustrates the method in the analysis of a real array-CGH dataset and reports that most of the jump points suggested by the Bayes method are validated by QRT-PCR studies. Section 5 is a discussion on future investigations.

2 A BAYES REGRESSION MODEL HAVING CHANGE POINTS

2.1 The model

We fix one chromosome and consider all the clones on this chromosome. For the $i$th clone, let $X_i$ denote its location on this chromosome, where the location is measured in physical distance, $Y_i$ denote the logarithm of the ratio of its fluorescence intensity
of the test sample to that of the reference sample, and $A_i$ denote the product of its fluorescence intensities of the test sample and the reference sample.

Let $[0, \tau]$ denote the length of the chromosome. Then $X_i$ is in $[0, \tau]$. We assume that the DNA copy number of the chromosome in the reference sample is always two and that in the test sample is a step function with finitely many jump points, defined on $[0, \tau]$. Hence the log ratio of the DNA copy number in the test sample to that in the reference sample is also a step function. This unknown step function represents the DNA copy number imbalances and the purpose of this paper is to propose a Bayesian estimate of this unknown step function, based on the data $\{(Y_i, A_i) | i = 1, \cdots, n\}$.

We first parametrize a space of step functions and then introduce a prior on it. For $m \geq 1$, let $B_m = \{b_m = (\tau_1, \ldots, \tau_m; \lambda_0, \ldots, \lambda_m) \mid 0 = \tau_0 < \tau_1 < \ldots < \tau_m < \tau, (\lambda_0, \ldots, \lambda_m) \in \mathbf{R}^{m+1}\}$ and $\mathcal{B} = \bigcup_{m=1}^{\infty} (\{m\} \times B_m)$. For each $(m, b_m)$ in $\mathcal{B}$, we define the step function

$$F(b_m; x) = \sum_{i=0}^{m-1} I_{(\tau_i, \tau_{i+1})}(x) \lambda_i + I_{(\tau_m, \tau]}(x) \lambda_m,$$

(1)

which may be abbreviated as $F_{(m, b_m)}(x)$ or $F_{b_m}(x)$.

We assume that there are a known transformation $\eta$ and an i.i.d. sequence $\epsilon_1, \epsilon_2, \cdots$ with known density $g$ such that, given the parameter value $(m, b_m)$, the random variables $(Y_1, A_1), (Y_2, A_2), \cdots$ satisfy

$$Y_i = F_{(m, b_m)}(X_i) + \frac{\epsilon_i}{\eta(A_i)},$$

(2)

for every $i = 1, 2, \cdots$. We also assume that $\{A_i | i = 1, 2, \cdots\}$ and $\{\epsilon_i | i = 1, 2, \cdots\}$ are independent.

Let $\mathcal{S}$ denote the space of all step functions on $[0, \tau]$ having finitely many jump points. A prior on $\mathcal{S}$ can be easily introduced through the mapping from $\mathcal{B}$ to $\mathcal{S}$ defined by (1) and a probability distribution on $\mathcal{B}$. We study only priors introduced in this way and also call a probability distribution on $\mathcal{B}$ a prior. We note that a
natural way to introduce a prior $\pi$ on $B$ is to specify $p(m) = \pi(\{m\} \times B_m)$, with $p(m) \geq 0$ and $\sum_{m=1}^{\infty} p(m) = 1$, and the conditional density of $\pi$ on $\{m\} \times B_m$, denoted by $\pi_m(\cdot | \{m\} \times B_m) = \pi_m(\cdot)$. The conditional density $\pi_m(\cdot)$ can be regarded as a density on $B_m$.

Thus the sampling distribution for the data $\{(Y_i, A_i) \mid i = 1, \ldots, n\}$, given the parameter value $(m, b_m)$, is

$$\prod_{i=1}^{n} g(\eta(A_i)(Y_i - F_{b_m}(X_i))),$$

and the posterior density $\nu$ at the parameter $(m, b_m)$ given the data is proportional to

$$\left[\prod_{i=1}^{n} g(\eta(A_i)(Y_i - F_{b_m}(X_i)))\right] \left[\pi_m(b_m)p(m)\right]. \quad (3)$$

We note that, although $g$ is assumed known in this paper, the method of this paper can be easily extended to treat the case that $g$ has certain parametric form with a prior on the parameters.

We note that if $A_i$ is a constant not varying with $i = 1, 2, \cdots$ and the function $F_{b_m}$ is not necessarily constant between the jumps, then (2) is the regression model with discontinuities studied by Korostelev (1987), Yin (1988), Muller (1992), Wu and Chu (1993), Oudshoorn (1995), Wang (1995), and Spokoiny (1998), among others.

We also note that if the data is so indexed that $X_i \leq X_j$ for $i \leq j$, then (2) is related to the change-point problems studied by Chernoff and Zacks (1964), Yao (1984), Barry and Hartigan (1992, 1993), and Lee (1998), among others. Although some of these authors also adopted Bayesian approach, our modeling and analysis method are specifically motivated by array-CGH studies and take advantage of both the spatial structure and the intensity dependent noise structure in the data.
2.2 Bayesian inference

Viewing the prior as a probability distribution defined on $B$, which is the union of spaces of different dimension, we propose to adapt the reversible jump Metropolis-Hastings algorithm (Green, 1995) to generate the posterior distribution (3) for inference purpose and consider the posterior mode the estimate.

In order to illustrate this algorithm, we consider the following simple prior. Using the above notations, we assume that $p(m) \propto \alpha^m / (m!)^2$ for $m \geq 1$ and $\pi_m(\tau_1, \cdots, \tau_m, \lambda_0, \lambda_1, \cdots, \lambda_m) = m! (\tau^{-1})^m \cdot \prod_{j=0}^{m} \exp\left(-\frac{(\lambda_j - \mu)^2}{2d}\right)$, with known $\alpha, \mu$ and $d$. We note that this can be viewed as a continuous analogue of the product partition model of Barry and Hartigan (1992). The reason that we consider $(m!)^2$, instead of $(m!)$, is to make sure the posterior mode exists.

Reversible jump Metropolis-Hastings Algorithm

Let $B_{(m)} = \{m\} \times B_m$. Let the current state $x^{(t)} = (m, \tau_1, \cdots, \tau_m; \lambda_0, \cdots, \lambda_m) \in B_{(m)}$ be given. We describe the transition from $x^{(t)} \in B_{(m)}$ to a new point $x^{(t+1)}$ as follows.

Randomly select one of the three types of moves $H$, $H^+$, or $H^-$. Here $H$ is a transition of element in $B_{(m)}$, $H^+$ a transition of element from $B_{(m)}$ to $B_{(m+1)}$, and $H^-$ a transition of element from $B_{(m)}$ to $B_{(m-1)}$. Denote by $P^m_H$, $P^m_{H^+}$, and $P^m_{H^-}$ respectively the probabilities of selecting the three different types of moves $H$, $H^+$, and $H^-$ when the current state of the Markov chain is in $B_{(m)}$. We set $P^1_{H^-} = 0$, $P^m_{H^+} = c \min\{1, \frac{p(m+1)}{p(m)}\}$, $P^m_{H^-} = c \min\{1, \frac{p(m-1)}{p(m)}\}$, and $P^m_H = 1 - P^m_{H^+} - P^m_{H^-}$, where $c$ is a sample parameter. Let $q$ denote the density of the normal random variable with mean $\mu$ and variance $d$.

If the move of type $H$ is selected, then

1. select $k$ uniformly from $\{0, 1, 2, \cdots, m\}$ and generate $\lambda' \sim q$.

2. let $y$ be the vector $x^{(t)}$ with $\lambda_k$ replaced by $\lambda'$. 
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3. set the next state

\[ x^{(t+1)} = \begin{cases} 
  y, & \text{with prob. } \min\{1, \frac{\nu(y)}{\nu(x^{(t)})}\}, \\
  x^{(t)}, & \text{otherwise.}
\end{cases} \]

If the move of type \( H^+ \) is selected, then

1. generate \( \tau' \sim U[0, \tau] \); suppose \( \tau_{k-1} \leq \tau < \tau_k \).
2. generate \( \lambda', \lambda'' \sim q \).
3. let \( y = (m + 1, \tau_1, \cdots, \tau_{k-1}, \tau', \tau_k, \cdots, \tau_m; \lambda_0, \lambda_1, \cdots, \lambda_{k-2}, \lambda', \lambda''; \lambda_k, \cdots, \lambda_m) \in B_{(m+1)} \).
4. set the next state

\[ x^{(t+1)} = \begin{cases} 
  y, & \text{with prob. } \rho_1, \\
  x^{(t)}, & \text{otherwise,}
\end{cases} \]

where \( \rho_1 = \min\{1, \frac{\nu(y) \cdot p(m) \cdot \tau \cdot q(\lambda_{k-1})}{\nu(x^{(t)}) \cdot p(m+1) \cdot q(\lambda') \cdot q(\lambda'')}\} \).

If the move of type \( H^- \) is selected, then

1. select \( k \) uniformly from \( \{1, \cdots, m\} \).
2. generate \( \lambda' \sim q \).
3. let \( y = (m - 1, \tau_1, \cdots, \tau_{k-1}, \tau_{k+1}, \cdots, \tau_m; \lambda_0, \lambda_1, \cdots, \lambda_{k-2}, \lambda', \lambda_{k+1}, \cdots, \lambda_m) \in B_{(m-1)} \).
4. set the next state

\[ x^{(t+1)} = \begin{cases} 
  y, & \text{with prob. } \rho_2, \\
  x^{(t)}, & \text{otherwise,}
\end{cases} \]

where \( \rho_2 = \min\{1, \frac{\nu(y) \cdot p(m) \cdot q(\lambda_{k-1}) \cdot q(\lambda')}{\nu(x^{(t)}) \cdot p(m-1) \cdot q(\lambda)}\} \).

**Remarks.** When applying the above Bayes method to analyze array-CGH data, we need to know the transformation \( \eta \) and the density \( g \), in addition to determining the parameters \( \alpha, \mu \) and \( d \) in the prior. Using the spatial structure, we will indicate a
method to look for \( \eta \) and a method to approximate \( g \), under the assumption that \( \{\epsilon_1, \epsilon_2, \cdots\} \) and \( \{X_1, A_1, X_2, A_2, \cdots\} \) are independent or the reformulation that all the statements are conditional on \( \{X_1, A_1, X_2, A_2, \cdots\} \). The method for specifying \( g \) is illustrated in the simulation studies and that for looking for \( \eta \) is indicated in the analysis of a real data set.

3 SIMULATION STUDIES

Using the notations in (1), we define a step function \( F_0 \) on \([0, 1]\) by setting \((\tau_0, \tau_1, \cdots, \tau_7) = (0, 0.13, 0.2, 0.28, 0.42, 0.51, 0.53, 0.6)\), \((\lambda_0, \lambda_1, \cdots, \lambda_7) = (0.5, -0.2, 0.3, -0.3, 0.1, 0.3, 0.1, 0)\). We now generate data \((Y_i, A_i)\) according to

\[ Y_i = F_0(X_i) + \frac{\epsilon_i}{A_i}, \]

with \( X_i \) being i.i.d uniform \([0, 1]\) and \( \epsilon_i \) being i.i.d. \( N(0, \sigma^2) \). Here \( \sigma^2 = (0.1)^2, (0.5)^2 \), or 1; \( i = 1, 2, \cdots, 1000; A_i \) being i.i.d. with either \( A_i \equiv 1, \) or \( \text{lognormal}(0.2, 0.6); \) \( \{\epsilon_1, \epsilon_2, \cdots\} \) and \( \{X_1, A_1, X_2, A_2, \cdots\} \) are independent. We note that the number of jump points in \( F_0 \) is much smaller than the sample size, which is in line with the spatial structure of the genomic alteration.

To make the data analysis more realistic, we assume \( \epsilon_i \) being \( N(0, \sigma^2) \) with unknown \( \sigma^2 \) and use the following observations to approximate \( \sigma^2 \). Let \( X_i \) and \( X_j \) be two points with \( F_0(X_i) = F_0(X_j) \). Then, since \( E(\epsilon_i|A_i, A_j) = E(\epsilon_i|A_i, A_j) = 0 \), we know

\[
Var(Y_i - Y_j) = EVar(Y_i - Y_j|A_i, A_j) + VarE(Y_i - Y_j|A_i, A_j)
\]

\[
= EVar(Y_i - Y_j|A_i, A_j)
\]

\[
= \sigma^2 E\left(\frac{1}{A_i^2} + \frac{1}{A_j^2}\right).
\]

(4)

Since there are 1000 design points in \([0, 1]\) and the true regression function \( F_0 \) does not have many discontinuities, it is highly likely that (4) holds when \( X_i \) and \( X_j \)
are neighboring points. Thus, we use (4) with $X_i$ and $X_j$ being adjacent to find approximations to $\sigma^2$.

In applying the Bayes method in subsection 2.2, we need to specify $\alpha, \mu,$ and $d$ in the prior and the sample parameter $c$ in the reversible jump Metropolis-Hastings algorithm. We set $c = 0.45$, so that there is at least 0.1 probability to explore step functions with the same number of jump points when updating the Markov chain. Since $E\epsilon_i = 0$, we know $EY_i = F_0(X_i)$ and hence we set $\mu$ to be the sample mean of $\{Y_1, \cdots, Y_{1000}\}$. Since $Var(Y_i) = EVar(Y_i|F(X_i)) + Var(E(Y_i|F(X_i)) = E\epsilon_i^2 + Var(F(X_i)) = \sigma^2 + d$, the sample variance of $\{Y_1, \cdots, Y_{1000}\}$ minus an estimate of $\sigma^2$ could be used for $d$. In this paper, we set $d$ to be the sample variance of $\{Y_1, \cdots, Y_{1000}\}$, which makes the prior flatter and hence maybe less stringent. We set $\alpha = 3$, which implies that the mean number of jump points of the regression function under the prior is about 1.69. Although we know there are 7 jump points in the true regression, we deliberately set $\alpha = 3$ to see if this method still performs satisfactorily.

We run for 1,000,000 updates and the last 950,000 realizations are used to obtain the posterior distribution, whose mode is the estimate $\hat{F}_B$.

For the purpose of comparison, we also analyze the same data by the circular binary segmentation method of Olshen et al. (2004). Denote the step function resulted from this estimation by $\hat{F}_S$. We report in Table 1 the performance of these two estimates by presenting the errors in terms of the $L_2$-norms $||\hat{F}_B - F_0||_2$ and $||\hat{F}_S - F_0||_2$. It is clear from Table 1 that when the noise does not depend on $A_i$, $\hat{F}_S$ performs comparably with $\hat{F}_B$, but when the noise does depend on the intensity, $\hat{F}_B$ outperforms and the amount of improvement becomes more conspicuous as the noise gets larger.

The reason we choose the method of Olshen et al. (2004) for comparison is that their model assumptions are more similar to ours than other methods and both methods seem to focus the study on the locations of the change points. We note that
Table 1: Performance of the Bayes estimate \( \hat{F}_B \) and the estimate \( \hat{F}_S \) based on circular binary segmentation.

| Table 1a. \( A_i \equiv 1 \) | \( \sigma^2 \) | \(||\hat{F}_B - F_0||_2 \) | \(||\hat{F}_S - F_0||_2 \) |
|-------------------------------|-------------|-----------------|-----------------|
|                               | (0.1)^2     | 0.0703          | 0.0756          |
|                               | (0.5)^2     | 0.1334          | 0.1188          |
|                               | 1           | 0.1469          | 0.1658          |

| Table 1b. \( A_i \) is lognormal(0.2,0.6) | \( \sigma^2 \) | \(||\hat{F}_B - F_0||_2 \) | \(||\hat{F}_S - F_0||_2 \) |
|-------------------------------------------|-------------|-----------------|-----------------|
|                                            | (0.1)^2     | 0.0662          | 0.0842          |
|                                            | (0.5)^2     | 0.0818          | 0.1664          |
|                                            | 1           | 0.0883          | 0.2354          |

we need to choose parameters in implementing the method of Olshen et al. (2004), and we have tried several sets of parameters, including the default one, and only report those that give the least errors.

In addition to the posterior mode, we also calculated the probability of being a jump point based on the posterior distribution. For a design point \( X(i) \), we count, among the 950,000 updates, the number of updates that have a jump point in the interval \((X(i-5), X(i+5))\). Here \(X(1), X(2), \ldots, X(1000)\) is the order statistic of \(X_1, X_2, \ldots, X_{1000}\) and \(X(i) = X(1)\) if \(i \leq 1\), \(X(i) = X(1000)\) if \(i \geq 1000\). Denote \(\lambda(X(i))\) the quotient of this number over 950,000. Let \(\lambda\) be the continuous function with value \(\lambda(X(i))\) at \(X(i)\) and linear on \((X(i), X(i+1))\) for every \(i = 1, \ldots, 999\). The plots of \(\lambda\) are shown by thick solid lines in Figure 1. Places having higher \(\lambda\) value are indicative of the discontinuities of the regression function. To make the presentation short, we only report the case that \(A_i\) is lognormal(0.2,0.6). In Figure 1, the dashed lines are for the true regression function and solid lines are those for the posterior modes. Note that places at which \(\hat{F}_B\) has large jump size often have large \(\lambda\) value. In Figure 1, the left vertical axes indicate the values for \(Y_i\) and the right vertical axes indicate the
Figure 1: Performance of the Bayes regression method with $A_i$ being lognormal ($0.2, 0.6$). Dashed line is for the true regression function; solid line is for the posterior mode $\hat{F}_B$; thick solid line indicates the probability that a point is a change point based on the posterior distribution. Dots are the simulated data $(X_i, Y_i)$. Places at which the posterior mode has large jump size usually have large $\lambda$ values. The left vertical axes indicate the log ratio of the intensities and the right vertical axes indicate the $\lambda$ values.

$\sigma^2 = (0.1)^2$

$\sigma^2 = (0.5)^2$
Figure 1c. $\sigma^2 = 1$

Figure 2: Autocorrelation plots for the reversible jump Metropolis-Hastings algorithm. Solid line for $\sigma^2 = (0.1)^2$, dotted line for $\sigma^2 = (0.5)^2$, and dashed line for $\sigma^2 = 1$. 
values for $\lambda$.

To assess the behavior of the algorithm, we also present the autocorrelations and effective sample sizes for the $L_1$-norm of the step function. These quantities seem to suggest that the algorithm behaves nicely. We only report the case that $A_i$ is lognormal(0.2,0.6). The effective sample sizes are respectively 81.3, 137.8, and 279.7 for the cases $\sigma^2 = (0.1)^2, (0.5)^2$ and 1; the autocorrelation plots are contained in Figure 2. The concepts of autocorrelation and effective sample size for Monte-Carlo Markov chains can be found, for example, in Liu (2001).

4 ANALYSIS OF A REAL DATASET

4.1 Data analyses

We now illustrate the method by analyzing a dataset from a cDNA microarray-based comparative genomic hybridization experiment conducted in National Health Research Institutes, Taiwan. The genomic DNA from a cultured NPC cancer cell line and that from peripheral blood mononuclear cells of a healthy individual were extracted and labeled with fluorescent dye Cy5(red) and Cy3(green) respectively. Equal amount of these labeled DNA were then mixed and co-hybridized onto a cDNA microarray containing more than 46,000 human cDNA probes. The DNA sample from the cancer cell line is referred to as the test sample, and that from the healthy individual is referred to as the reference sample. In this paper, we only consider data for probes derived from chromosome 3. In this cDNA array, there are in total 1204 non-redundant cDNA probes with known positions on chromosome 3, which has a length about 200 Mb.

To apply the method in Section 2, we need to specify $\eta$. Since there are 1204 design points and we think there are not many discontinuities of the true regression function, the following exploratory arguments seem to be useful in specifying an appropriate $\eta$. Let $X_i$ and $X_j$ be neighboring points and $A_i$ and $A_j$ do not differ much from each
other. Then $\eta(A_i)Y_i - \eta(A_j)Y_j$ should approximate $\epsilon_i - \epsilon_j$ in distribution.

Considering neighboring $X_i$ and $X_j$ with $|\sqrt{A_i} - \sqrt{A_j}| < 0.05$, we present the Q-Q plot of the distribution of these $\sqrt{A_i}Y_i - \sqrt{A_j}Y_j$ against a normal distribution in Figure 3. Since the Q-Q plot is approximately linear, it seems that the simple transformation $\eta(A_i) = \sqrt{A_i}$ is a good choice, although a more sophisticated transformation might give a better Q-Q plot.

Using $\alpha = 3$, $\mu = 0.9542$, $d = 0.2366$, and $c = 0.45$ to set the prior and algorithm parameters, the posterior mode $\hat{F}_B$ is obtained and represented by the solid line in Figure 4. We note that the sample mean and sample variance of $\{Y_i | i = 1, \cdots, 1024\}$ are respectively 0.9542 and 0.2366. The rationals for choosing these parameters are similar to those in Section 3. The Markov chain is updated 1,000,000 times and the last 950,000 updates are used to obtain the posterior distribution. Figure 5 is the autocorrelation of the $L_1$-norm of the step functions in the chain; the corresponding effective sample size is 160.4. The dashed line in Figure 4 is the graph of the estimate $\hat{F}_S$ using circular binary segmentation method of Olshen et al. (2004), with default parameters. We can see that our method exhibits more jump points.

4.2 Validation of change point using real-time-PCR

The purpose of this study is to check by quantitative real-time PCR (QRT-PCR) if the change points suggested by $\hat{F}_S$ in Figure 4 are supported by QRT-PCR experiments, which measure the relative DNA copy number of amplicons derived from DNA fragments flanking a putative change point. For each change point to be validated, two pairs of primers were designed for the production of two amplicons corresponding to two flanking genomic regions within certain distance from the change point. For each region, two sets of real-time PCR reactions, one with DNA template from the NPC cancer cell line and the other with DNA template from normal cells, were run on a LightCycler real-time PCR machine to obtain the numbers of amplicons derived
Figure 3: Q-Q plot of the distribution of $\sqrt{A_i}Y_i - \sqrt{A_j}Y_j$, with $|\sqrt{A_i} - \sqrt{A_j}| < 0.05$ and $Y_i = Y_j$, against standard normal distribution.

Figure 4: Horizontal axis represents loci in chromosome 3, vertical axis on the left indicates log ratio of the intensities, vertical axis on the right indicates the probability. Dots are the data. Solid line is the estimate $\hat{F}_B$ of this paper; dashed line is the estimate $\hat{F}_S$ obtained by the method of Olshen et al. (2004); thick solid lines indicate the probability that a point is a change point based on the posterior distribution.
respectively from cancer and normal cells under specific experimental conditions, including the number of cycling. Since we assume that the copy number of genomic DNA of normal cells is constant throughout a chromosome within a cell, the number of amplicons derived from cancer cell can be normalized by the number of the corresponding amplicons derived from normal cells. The relative DNA copy number between the two flanking regions of a change point is defined to be the ratio of normalized copy number of the amplicons on one arm to that on the other arm. A ratio different from 1 represents a change in DNA copy number upon crossing the point. We also note that since QRT-PCR is sensitive and the quality of DNA sample varies from preparation to preparation, the relative DNA copy number can only be found consistent when DNA samples are prepared from the same batch and used freshly. Since, in our experiment, DNA samples from the same preparation was held only for validation of a single change point, comparison of DNA copy number derived from different change points are not suggested in this study.
It follows from Figure 4 that $\hat{F}_B$ has six change points, and they are ordered and denoted by $J_1, J_2, \ldots, J_6$, according to the physical distance; $\hat{F}_S$ has three change points, and they are ordered and denoted by $S_1, S_2, S_3$, also according to the physical distance. Since $S_1$ is close to $J_2$, $S_3$ is close to $J_6$, and $J_1$ has smaller jump size, we conducted QRT-PCR experiments for each of $J_2, J_3, J_4, J_5, S_2$, and $J_6$ as the validation study. The results are contained in Table 2. In Table 2, the second column gives the position, in terms of physical distance from left end of the chromosome, of the change point; the third column gives the intervals representing the two amplicons flanking the change point. The fourth column and fifth are respectively the left/right and right/left ratios. These results indicate that among the change points $J_2, J_3, J_4, J_5$, and $J_6$, all, except $J_4$, are supported by QRT-PCR; the change point $S_2$, suggested by Olshen et al. (2004) but not by our method, seems not supported by QRT-PCR. Here we follow the tradition in laboratory to decide if QRT-PCR suggests a change point. These seem to indicate that our method performs quite satisfactorily. Note that points having larger jump sizes in $\hat{F}_B$ often have ratio farther away from 1, reported in Table 2.

Table 2: Validation of change point using real-time-PCR.

<table>
<thead>
<tr>
<th>Location of change point</th>
<th>Location of the flanking amplicons</th>
<th>Left/Right</th>
<th>Right/Left</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_2$</td>
<td>99835714 (88288246, 88288454) (101947763, 101947964)</td>
<td>0.435</td>
<td>2.299</td>
</tr>
<tr>
<td>$J_3$</td>
<td>112923710 (109259900, 109260102) (113798402, 113798606)</td>
<td>0.665</td>
<td>1.504</td>
</tr>
<tr>
<td>$J_4$</td>
<td>135365576 (135095349, 135095559) (135665773, 135666026)</td>
<td>0.925</td>
<td>1.081</td>
</tr>
<tr>
<td>$J_5$</td>
<td>170825134 (170285375, 170285629) (171154991, 171155304)</td>
<td>0.395</td>
<td>2.532</td>
</tr>
<tr>
<td>$S_2$</td>
<td>172134364 (171154991, 171155304) (172859690, 172859755)</td>
<td>0.832</td>
<td>1.202</td>
</tr>
<tr>
<td>$J_6$</td>
<td>173070748 (172859690, 172859755) (180593954, 180594040)</td>
<td>3.000</td>
<td>0.333</td>
</tr>
</tbody>
</table>

In fact, because QRT-PCR validation is costly, we decided to carry out the experiments sequentially, starting from points having larger jump sizes and stopping...
the experiments once a change point is not confirmed by QRT-PCR. Although we examined amplicons near the change point, some of the amplicons are not as near to the change point as we wish, because the success of a QRT-PCR experiment depends on the availability of amplicons having large exon and usable primers.

5 DISCUSSION

We have presented a Bayes regression approach to array-CGH data analysis. This approach takes into account not only the spatial structure of the genomic alterations but also the intensity dependent noise structure in the array data. Our simulation studies indicate that methods utilizing intensity dependent noise structure do have advantage over methods not using this structure, and this advantage gets noticeable when the structure exists and the data gets noisy. Since array-CGH data based on cDNA microarray is much noisier than those based on genomic clones like BACs, it seems advisable to try our method when analyzing cDNA microarray based CGH data.

This paper assumes the mean of the log ratio of DNA copy number in the test sample to that in the reference sample is a step function on the chromosome. Because of the heterogeneity in the cells of a sample, the ratio may not be exactly an integral multiple of 1/2. This suggests that, in array-CGH data analysis, the study of the change points is easier than the study of the gain or loss in DNA copy number at a given locus. We note that the present paper does not address the latter problem.

Our treatment of regression model with data dependent noise structure is preliminary. It is desirable to treat the case that the transformation $\eta$ in (1) is not assumed known. The $\eta$ in our model is a function of the product of the intensities, and we may use other functions of the intensities to adjust the error term in the model for array-CGH data. These extensions will be pursued in a later study.
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