556 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 5, NO. 3, SEPTEMBER 2010
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Abstract—As a security primitive, key establishment plays the
most crucial role in the design of the security mechanisms. Un-
fortunately, the resource limitation of sensor nodes poses a great
challenge for designing an efficient and effective key establishment
scheme for wireless sensor networks (WSNs). In spite of the fact
that many elegant and clever solutions have been proposed, no
practical key establishment scheme has emerged. In this paper,
a ConstrAined Random Perturbation-based pairwise keY establish-
ment (CARPY) scheme and its variant, a CARPY+ scheme, for
WSNs, are presented. Compared to all existing schemes which
satisfy only some requirements in so-called sensor-key criteria,
including 1) resilience to the adversary’s intervention, 2) di-
rected and guaranteed key establishment, 3) resilience to network
configurations, 4) efficiency, and 5) resilience to dynamic node
deployment, the proposed CARPY+ scheme meets all require-
ments. In particular, to the best of our knowledge, CARPY+
is the first noninteractive key establishment scheme with great
resilience to a large number of node compromises designed for
WSNs. We examine the CARPY and CARPY+ schemes from both
the theoretical and experimental aspects. Our schemes have also
been practically implemented on the TelosB compatible mote to
evaluate the corresponding performance and overhead.

Index Terms—Key establishment, key management, noninterac-
tive, sensor networks.

1. INTRODUCTION AND RELATED WORK

WIRELESS sensor network (WSN) is composed of a

large number of sensor nodes with limited resources.
Since WSNs could be deployed in a hostile environment,
designing an efficient key establishment scheme is of great
importance to the data security in WSNs. Unfortunately, when
considering the extremely scarce resources available to each
sensor node, the design of an efficient key establishment be-
comes a great challenge.
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In the literature, there were two classical threshold-based key
distribution (TKD) protocols [2], [3] proposed. As the security
of both protocols is completely broken as long as the number of
captured nodes is above a predetermined threshold, which is lin-
early dependent on the network size and the storage overhead,
they are considered not to be suitable for WSNs. To provide re-
silient security, a useful technique called probabilistic key pre-
distribution (P-KPD), proposed by Eschenauer and Gligor [11],
has been extensively studied. In a P-KPD scheme, a key pool
consisting of a large number of randomly generated keys is first
prepared. Then, several keys randomly selected from the key
pool are stored in each sensor node to constitute a key ring. After
sensor deployment, when required, a shared-key discovery pro-
cedure is performed to find a common key between two nodes,
called shared-key, in their respective key rings. Two nodes, 7 and
7, that fail to have a shared-key in the shared-key recovery step
perform a procedure, called path-key establishment, in which
the path-key generated by ¢ is relayed along the key path to 5 and
acts as the common key between 7 and j. Here, the key path is a
path on which each pair of consecutive nodes has a shared-key.
Motivated by the P-KPD, Chan et al. [5] proposed that, instead
of relying on only one common key, ¢ common keys between
two sensor nodes are necessary to construct the shared-key used
for further communications.

Due to the problem that different pairs of nodes could share
the same key, when the number of compromised nodes increases,
the fraction of affected keys increases quickly as well. Aiming
at providing pairwise keys between each pair of nodes, Chan et
al. [5] proposed the random-pairwise keys scheme, which stores
predefined pairwise keys, instead of random keys, into certain
pairs of nodes. Liu and Ning [17], and Du et al. [9] also proposed
to treat the keys in the key pool S as bivariate polynomials and
matrices, respectively, to achieve the same goal.

There are some common drawbacks in the P-KPD schemes.
For example, P-KPD schemes cannot guarantee that any two
sensor nodes can have common keys. Moreover, the Merkle
puzzle [25] must be used to guarantee the minimal secret infor-
mation leakage. In view of this, several deterministic key pre-
distribution (D-KPD) schemes such as PIKE [4], the expander
graph-based scheme [7], and the combinatorial design-based
scheme [6], [19] are proposed. D-KPD schemes can guarantee
that there exists at least one key path between two arbitrary
nodes. Another common drawback of the P-KPD schemes is
the fact that two nodes always rely on communications between
them to find their common key. Focusing on reducing such com-
munication overhead, a strategy, called pseudorandom key pre-
deployment (PRK) [23], has been proposed, in which two nodes
can find their shared-key with certain probability without any
communication.
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A common problem existing in both P-KPD and D-KPD
schemes is that not every pair of nodes can directly establish
their common key. Zhang et al. recently proposed a random
perturbation-based (RPB) scheme [40] to avoid this, while
maintaining resilient security.

Usually, one assumes that, prior to sensor deployment, the
nodes’ locations are not known by the network planner. When
some special deployment models are considered, prior knowl-
edge about the nodes’ locations can be utilized to construct effi-
cient location-aware key predistribution (L-KPD) schemes [8],
[14], [18], [33], [34]. Note that most L-KPD schemes can be
thought of as a special case of P-KPD or D-KPD, where the de-
ployment knowledge is taken into account. In addition, based
on the assumption that there is a short bootstrapping time se-
cure after a sensor network is deployed, Localized Encryption
and Authentication Protocol (LEAP) [39] is proposed to estab-
lish the pairwise keys between each pair of neighboring sensor
nodes.

In fact, many perspectives on the security in WSNs are inves-
tigated. For example, Aysal and Barner [1] consider the sensor
data cryptography in WSNs from the estimation theory point
of view. Exploiting location information, Ren et al. [26] pro-
posed an en-route filtering scheme to achieve data security. In
this paper, we focus only on the design of key establishment
schemes. For the other security issues, please refer to [13], [15],
and [29] for a comprehensive overview.

Problem Statement: With the fact that the communication
channels in WSNs are highly noisy and prone to transmission er-
rors [37], [38] and that over 95% of energy consumption comes
from communication [24] in mind, we can know that although
numerous key establishment schemes are proposed, all of them,
except the TKD schemes [2], [3] (which unfortunately cannot
achieve resilient security), are inefficient and highly energy-
consuming due to the involved communications. Thus, it is de-
sirable, but extremely challenging, to have a key establishment
scheme satisfying both security and energy efficiency.

Evaluation Metrics: To evaluate the key establishment
schemes, five requirements were recently presented in [40].
Nevertheless, we find that they are too weak to be utilized, as the
security and performance of certain key establishment schemes
have been overestimated. Hence, a so-called sensor-key criteria
composed of five new requirements is proposed as follows to
thoroughly evaluate the key establishment schemes applied in
the real world.

1) Resilience to the Adversary’s Intervention (RAI)—The
adversary may launch a wide range of attacks such
as eavesdropping, node compromise, message forgery,
packet dropping, and noise injection, etc., to compromise
the security of a key establishment scheme. On the other
hand, the adversary may only want to hinder the nodes
from establishing keys. Hence, in addition to the resilience
to node capture considered in the literature, it is also nec-
essary to consider the robustness against various attacks
mounted by the adversary (described in Section IV-A).

2) Directed and  Guaranteed  Key  Establishment
(DGKE)—Each pair of sensor nodes should be
able to establish a common key by their own effort
wherever they reside and whenever they need, without

exposing secrets to or obtaining secrets from the third
parties.

3) Resilience to Network Configurations (RNC)—Since the
use of sensor networks is highly application-dependent,
the heterogeneity, mobility, deployment pattern, density
of sensor nodes, and the network size should not affect
the effectiveness and efficiency of the key establishment
schemes. In other words, key establishment schemes are
necessary to be applicable whatever network configuration
is applied.

4) Efficiency (EFF)—Key establishment schemes are re-
quired to be performed efficiently in terms of storage,
computation, and communication overhead. The time con-
sumed for finding the common key is also a nonnegligible
metric for evaluating the efficiency of a key establishment
scheme. For example, when underwater sensor networks
are considered, since the propagation speed of acoustic
signals in water is five orders of magnitude lower than
the radio propagation speed [31], the key establishment
scheme should be carefully designed so that the latency
for establishing keys can be minimized.

5) Resilience to Dynamic Node Deployment (RDND)—The
hardware failure or energy depletion of sensor nodes could
lead to a WSN that cannot achieve full coverage of the
sensing region, or even becomes disconnected. In light of
this, new sensor nodes are necessary to be deployed in the
network. A desirable key establishment scheme should be
applicable under the consideration of on-the-fly addition of
new sensor nodes.

A. Contribution

There are two major contributions in this paper:

1) Two constrained random perturbation-based pairwise
key establishment schemes, CARPY and CARPY+, are
presented. While all the existing schemes only meet a part
of the sensor-key criteria, CARPY+ is the only scheme
satisfying all the requirements in the sensor-key criteria
(Table I). (The detailed comparison will be shown in
Section IV-C.) In particular, CARPY+ is the first noninter-
active key establishment scheme with great resilience to a
large number of node compromises designed for WSNss,
and can thus act as the building block of other security
mechanisms.

2) Detailed theoretical studies with respect to the per-
formance and security of the proposed CARPY and
CARPY+ schemes are provided. In addition, both CARPY
and CARPY+ have also been practically implemented on
the TelosB compatible mote to evaluate the performance
and overhead.

B. Organization

At first, the network and security models used in this paper
are presented in Section II. Subsequently, the proposed CARPY
and CARPY+ schemes will be presented in Section III. Together
with a comprehensive comparison with some known schemes,
the theoretical and experimental results will be described in
Section IV. At last, the conclusion will be made in Section V.
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TABLE 1
COMPARISONS BETWEEN DIFFERENT KEY ESTABLISHMENT SCHEMES (IN TERMS OF THE SENSOR-KEY CRITERIA)

| [[ RAL [ DGKE | RNC | EFF | RDND |

Network Model: We assume that N low-cost resource-con-
strained sensor nodes are deployed over the sensing region and
no prior deployment knowledge about the nodes’ locations is

TKD [2], [3] v v v v
P-KPD [5], [9], [11], [17] Ve
D-KPD [4], [6], [7], [19]
RPB Scheme [40] v v
L-KPD [8], [14], 18], [33], [34] v
LEAP [39] Ve
CARPY scheme v v v
CARPY+ scheme v v v v v
II. SYSTEM MODEL A G K
A, [34 40 42 36 4] 1 [1] 2
21 27 25 19 4| 2 (1] 1 Ky,
[ ) =
A, RGN 20 4 (1] 1 224
19 20 19 16 4| 1 (3] 3 K,
B - G_1 G_3

known by the network planner in advance. There is a data col-
lection unit, called data sink, placed in the network. We do not
assume the trustworthiness and authenticity of data sink. Each
sensor node is assumed to have a unique ID, which could be ar-
bitrarily chosen in a general-purpose sensor node or fixed in a
specific sensing hardware. In addition to static networks, mobile
nodes are also allowed in our methods so that partial or entire
nodes could have mobility. Moreover, we also do not assume
the network topology. In other words, the density, deployment
pattern, and other characteristics of sensor nodes could be arbi-
trary.

Security Model: Sensor nodes are assumed to have no
tamper-resistant hardware so that once the sensor node is
captured by the adversary, the secret information stored in the
captured node will be exposed to the adversary. The adversary
can mount attacks immediately after sensor deployment, i.e.,
the secure bootstrapping time [39] does not exist in our model.
The objective of the adversary is to either compromise the
secure communications between sensor nodes which have not
yet been compromised by the adversary or just to hinder the
nodes from establishing keys. To achieve his/her goal, the
adversary can simultaneously launch several attacks. In this
paper, we assume that four categories of attacks, which are
eavesdropping, node capture, routing layer, and physical layer
attacks, can be mounted by the adversary. They are described
in detail in Section IV-A.

III. PROPOSED METHOD

Since the proposed schemes, CARPY and CARPY+, remark-
ably generalize and improve Blom’s concept [2], we will briefly
review Blom’s scheme in Section III-A. Afterwards, CARPY
and CARPY+ are described in detail in Sections III-B and C,
respectively. Finally, the methods for constructing constrained
random perturbation (CRP) will be presented in Section III-D.

A. Review of Blom’s Scheme [2]

Suppose the number of sensor nodes is N. Let F, =
{0,...,¢ — 1}, ¢ > N, be a finite field. For a matrix G, we
denote the element in the ith row and jth column of G by
G; j, ith row of G by G; _ and the jth column of G by G_ ;.
Assume that a symmetric matrix D € IF((IAH)X(A'H) and a

matrix G € [F((I)‘H)XN are randomly generated. The only

Fig. 1. Tllustration of the Blom’s scheme.

requirement for G is that any A + 1 columns of G should be
linearly independent in order to achieve guaranteed security.
Let A = (D-G)T and K = A - G, where - denotes matrix
multiplication and (D - G)* is the transpose of (D - G). It can
be easily checked that K is also a symmetric matrix as follows:

A-G=D-O)"-G=GT"-D-G=(A-O". (1)

Note that the above operations are all performed in the finite
field F,. Blom’s idea [2] is that for each node 7, the row vector
A; _ and the column vector G_ ; are stored into the node «¢.
Thus, when two nodes ¢ and j would like to have a common
key, they exchange their columns of G in plaintext and then use
their private rows of A to calculate K; ; (= A; _ - G_ ;) and
K;; (= Aj_ - G_;), respectively. Fig. 1 illustrates Blom’s
idea. Blom’s scheme achieves so-called A-secure [2], which en-
sures that as long as no more than A nodes are compromised, the
security can be perfectly preserved. Intuitively, the security of
Blom’s scheme comes from the privacy of the matrix D, while
the matrix G acts as a public information even for the adversary.
When D is totally known by the adversary, Blom’s scheme be-
comes insecure. In spite of such guaranteed security, Blom’s
scheme cannot be directly applied to WSNs because the storage
overhead grows rapidly when the security level must be pre-
served in a network of large size.

B. The CARPY Scheme

We assume that the network consists of NV sensor nodes with
IDs, 7 = {81782,...,81\7} and 51 < s9 < ...,< sn. Here,
§1,82,...,8n,instead of 1,2, ..., IV, are used as the notations
of IDs, which emphasizes that the IDs can be arbitrarily chosen.
We also assume that ¢ > sy, where q is a parameter of a finite
field F, and A is an appropriate security parameter independent
of N, which leverages the security level and storage overhead.
The details of parameter settings will be shown in Section IV-B.

1) Basic Idea of CARPY: In Blom’s scheme, communica-
tions become insecure after more than A sensor nodes are com-
promised. The reason for this is that the row vector A; _ in the
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w G K'
w, [35 41 41 37 ) 1 [1] 2 228 |
21 27 25 19| _fl4| 2 |1] 1| _ K31
W, [17 17 15 13 21 4 [1] 1 Ri38
19 20 19 16 4] 1 3] 3 Kis
- ] G G-3 -
[B5 41 41 37]=w,_ =A_+¢ =[34 40 42 36]+[1 1 -1 1]
[17 17 15 13]=W,_=A,_+¢,=[18 18 16 12]+[-1 -1 -1 1]
¢, and ¢, are the random noise for W, _and W, _, respectively
X,;=000111= 218
K'13¢K‘3] bllt 1,3 fil,S( )
’ ’ X,,=000111= £, ;(228)

Fig. 2. TIllustration of the CARPY scheme.

sensor node ¢ is directly related to the private matrix . Hence,
after collecting a sufficient number of row vectors of A, the ad-
versary is able to construct the private matrix D by solving a
system of linear equations since G is publicly known. An idea,
similar to the one used in [40], to enhance the security is to break
the direct relation between D and A by adding certain random
noise! on A to distort Blom’s key. However, if improper random
noise is applied, either additional computation and communica-
tion are needed to extract the common bits of distorted Blom’s
key between two sensor nodes, or the common key cannot be
found anymore. To conquer these drawbacks, we propose to
apply constrained random perturbation (CRP). The constrained
random perturbed Blom’s key, when compared to the original
Blom’s key, will satisfy high signal-to-noise ratio (SNR), i.e., if
the length of Blom’s key is £, then only the least r (r < ) bits of
Blom’s key are perturbed after the CRP is added. Thus, the first
¢ — r bits of Blom’s key are retained, resulting in the guaran-
teed establishment of the common key without the need of addi-
tional overhead. In contrast to the random perturbation [40] that
incurs unnecessary computation and communication overhead,
the way of constructing CRP and the corresponding efficiency
gain substantially differentiate our work and [40]. The main idea
of CARPY is shown in Fig. 2. Obviously, the execution of each
round of the CARPY scheme can generate ¢ — r bits of a pair-
wise key. When the bit-length of desired key is L > (£ —r), the
CARPY scheme should be executed [ /(¢ —r)] rounds to gen-
erate a pairwise key with desired key length. Albeit [L/({ —r)]
rounds of CARPY are required, the overall computation over-
head, which will be analyzed in Section IV-B2, is still affordable
for the current generation sensor nodes.

There are two steps in the CARPY scheme, the off-line step
and the on-line step. In general, the off-line step is performed,
before deployment of sensor nodes, to determine the desired key
length, select appropriate parameters, and preinstall the keying
materials into the sensor nodes. The on-line step is performed
for each pair of sensor nodes required to find the pairwise key
in common after sensor nodes are deployed.

2) Off-Line Step of CARPY: In addition to the parameters
such as the size ¢ of the finite field I, the security parameter
)\ of Blom’s scheme, and the set Z of IDs of sensor nodes men-
tioned in the previous sections, some other parameters such as

I'The terms random noise and random perturbation will be used interchange-
ably throughout this paper.

Algorithm: CARPY-Off-line-Step(q, r, Z, A, L)
Input: ¢: elements of D and G are selected from T,
r: the least r bits which will be infected by CRP
T: the set of sensor nodes identities
i a security parameter
L: the bit-length of desired key
Calculate ¢
for t =1 to & (=[7%])
Randomly generate D)
for u=1to |Z| (= N)

1

2

3 , and Calculate A(*)
4

5 Calculate <I>gi)

6

7

8

and G®

Randomly select a row vector @s) from <I>gt
Calculate W, (” A(t) + o)
Store W, (t

S and G(t) into the sensor node s,

Fig. 3. Off-line step of the CARPY scheme.

the number r of least bits perturbed by CRP for the Blom’s key,
and the bit-length L of desired key should be determined by the
network planner before the off-line step is executed. Let £ be the
least number of bits necessary to represent the elements in .
Since the execution of each round of the CARPY scheme can
generate £ — r bits of a pairwise key, the CARPY scheme should
be executed ¢ (= [L/(£ — r)]) rounds to obtain a pairwise key
with desired key length L.

The algorithm for the off-line step is shown in Fig. 3. Here, we
explain the off-line step of the CARPY scheme from executing
the th round of the CARPY scheme, where 1 < ¢ < &. Note that
all the arithmetic operations in the subsequent descriptions are
accomplished in the finite field [, unless specifically noted. At
first, as in Blom’s scheme, the network g)lanner randomly gener-
ates two matrices D(*) € IFO"H)X A+ and GO g FQHD XN
such that D) is symmetric and any A 4+ 1 columns of G(*)
are linearly independent. After that, we calculate the matrix
AW = (DO . gNHT,

Let ¢min(0,7) be the value of ¢ which has least r bits of its
binary representation set to 0. Similarly, let cyax(0,7) be the
value of p which has least r bits of its binary representation
set to 1. For example, ¢min(524,5) = 512 and ¢pmax(524,5) =
543. Let @é*) denote the set of CRPs applied on the row vector
A(t) for s, € Z. When the tth round of the CARPY scheme
is performed, each CRP ¢>§*) g) must satisfy the following
constraints:

(A +012) -6, 2 (4261

778’07

(mod q) )

(AP +¢0) - GO, <emax (40 GO, 1)
(mod q) 3)
(k) €2 (4)

wherew # v,1 <u,v < N,1 <k < ()\—I—l),andqbg?(k)
is the kth element of gbgu) Note that a CRP qﬁg? isa (A +1)-di-
mensional row vector. Equations (2) and (3) ensure that after
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Algorithm: CARPY-On-line-Step
Scenario: nodes s; and s; want to agree a pairwise key
Note: this algorithm is executed by the sensor node s;
for t =110 ¢ (=[]
Send G
Receive G( )

(t) — W(t)

1

2 to the sensor node s
3

4 Calculate ks;,s, = W, s
5

6

from the sensor node s;

Calculate Xgu)sL = f (figtu) s0)

Caleulate Xy, o, = X5, [[X$Ds, ] - || X805,

Fig. 4. On-line step of the CARPY scheme.

CRP is added to A,(Qi),_ of the sensor node s,,, the most signifi-
cant ¢ — r bits of the corresponding Blom’s key are retained for
every other sensor node s,. These two constraints guarantee the
existence of the common part of constrained random perturbed
Blom’s keys without needing computation or communication
overhead resulting from additional checks. The constraint indi-
cated in (4) should be satisfied because in CARPY the elements
of CRPs are constrained to be integers. As a whole, every qﬁg?
that satisfies (2)—(4) is one of the elements in <Dgt)

Following the construction of @g?, for every s, € Z, a CRP
¢£t) is randomly and independently selected from @Et) Then,
the matrix W ®) is constructed by calculating W(:{_ = Agi),_ +

S) for1 < ¢t < ¢ 1 < uw < N. After the matrix W

is constructed, the row vector Ws(z)f together with the column
) :

vector G (¢ s, are stored into the node s,,.

3) On- Line Step of CARPY: Assume that two sensor nodes,
sy and s; € Z, want to share a pairwise key. When the ¢th
round CARPY scheme is executed, they first exchange their
columns of G®), G(t? . and a )
tate 5., = WO_. G0, and ﬁgg o = w_a
respectively. We can see from (2)—(4) that the dlstortlon of tﬁe
constructed constrained random perturbed Blom’s keys between
two nodes is guaranteed to be limited within their least r bits,
and, thus, the tth part of pairwise key between s; and s; is
XS(?SU = fi,r(’ig?-,sﬁ) = fi,r(’igt@)-,sa)’ where f[,r(aj) is the
most significant £ — 7 bits of £-bit binary representation of a
number z. Eventually, the pairwise key X, s, between nodes
sg and s is XE}L)% ||X§3)gv I|-- ||X s5» where || denotes the
bit-string concatenation. The algorithm for the on-line step of
CARPY is depicted in Fig. 4.

Example 1: Given that ¢ = 20 _3 N =4)=3,7 =
{1,2,3,4},r = 5, and L = 5. In this example, £ = 10 can be
calculated. Since £ — r = L, performing the CARPY scheme
(the main idea is shown in Fig. 2) once is sufficient to generate
akey with length L. Moreover, W1 _ comes from Ay _ +¢1 _,
where A1 _ is shown in Fig. 1 and ¢ _ is randomly chosen as a
row vector [—1 1 0 0], satisfying (2)—(4). W5 _ can be obtained
similarly by having A3 _ + ¢3 _, where ¢3 _ =[-1 —101],
as also shown in Fig. 2. Though K} ; = Wy -G 3 # W3 -
G_.1=K :’,,’1, their most significant £ — r = 5 bits are the same,
i.e., X1,3 = f10,5(228) = (000111)2 = f10,5(218) = X3,1.
Hence, X, 3 (=X 371) can be used as the pairwise key between
sensor nodes with IDs 1 and 3.

. Then, s; and s; calcu-

Algorithm: CARPY+-Off-line-Step(q, 7, Z, A\, L)
Input: g: elements of D and G are selected from T,
r: the least r bits which will be infected by CRP
T: the set of sensor node identities
i a security parameter
L: the bit-length of desired key
1 Calculate ¢
2 fort=1t0¢ (=[]
3 Select ¢
4 Randomly generate D*), and calculate A®)
5 foru=1to |Z|] (=N)
6 Calculate <I>§i)
7 Randomly select a row vector ¢§tu) from <I>(si)
8 = A7)+ 4l
9 and ¢ into the sensor node s,

Calculate W(,i)y,
Store W )

Saiy—

Fig. 5. Off-line step of the CARPY+ scheme.

Algorithm: CARPY+-On-line-Step
Scenario: nodes s; and s; want to agree a pairwise key
Note: this algorithm is executed by the sensor node s;

1 fort=1t0¢ (=[]

2 Calculate G )

3 Calculate ngf? w=wW9_.g"

4 Calculate X§j,sb = feyr(li‘(gilsﬁ)

5 Calculate X, 5, = Xéi,s1 ||X37 o

| |X3u 89

Fig. 6. On-line step of the CARPY+ scheme.

C. Communication-Free CARPY (CARPY+) Scheme

In the CARPY scheme, two sensor nodes communicate with
each other only for exchanging the respective column of G,
which can be known by the adversary. If each column of G can
be generated by each sensor node itself, then communications
will no longer be necessary. Recall that the only requirement
for G is that any A + 1 columns of G should be linearly in-
dependent. Thus, the Vandermonde matrix is most suitable for
our use because, if ¢ is the primitive element of [, then any
A + 1 columns of Vandermonde matrix, which is generated by
only one element ¢, are linearly independent [21]. Note that
such a Vandermonde matrix is of the form that the sth column
is generated by [1 ¢* (%)% --- (¢")*]T, where ) is a security
parameter independent of N. Therefore, communication over-
head can be eliminated if the matrix G of CARPY is selected as
a Vandermonde matrix. For convenience, the CARPY scheme
with G being a Vandermonde matrix is called CARPY+. The
off-line and on-line steps of the CARPY+ scheme are depicted
in Figs. 5 and 6, respectively.

D. Constructing CRP

In this section, we deal with the problem of calculating the set
@gt) of CRPsfor1 <t < ¢and1 < u < N.Note that the calcu-
lation of CRPs is performed only by the network planner but not
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sensor nodes. A straightforward method for obtaining @g? is to
adopt an exhaustive search. Specifically, given a finite field I,
all the ¢**+1 possible () + 1)-dimensional vectors are examined
in terms of (2)—(4). An exhaustive search can be accomplished
in O(¢-¢**1- N) computational complexity, which is time-con-
suming. Thus, we present two algorithms for constructing qﬁg?,
which are less time-consuming than the exhaustive search in
most of the cases of CARPY and CARPY+. Our approach takes
advantage of the efficiency of the linear programming, and we
refer readers to [20] for the knowledge of linear programming
and only introduce the terminology required for our use.

A linear program (LP) of n variables is composed of a linear

objective function of the form, cizi + como+,...,+cpTn,
where ci,...,c, are constant numbers, and a number of
linear equality and inequality constraints of zi,...,z,. The

so-called linear programming is a technique for optimizing the
objective function subject to the constraints. In other words,
linear programming aims at finding the best assignment of
x1,...,Ty, such that the objective function is optimized while
the constraints are satisfied. For an LP, any solution x1, ..., x,
satisfying both the objective function and constraints is a
feasible solution. Usually, a feasible solution can be thought of
as a point in R™. Thus, geometrically, all the feasible solutions
constitute a region, called feasible region, in R™. It can be
shown that the feasible region must be a convex set if it is
bounded. On the other hand, an integer linear program (ILP)
is an LP with integrality constraints. As for the computational
complexity, LP is shown to be solvable in polynomial time
while ILP turns out to be N/P-hard [12].

TwiLP Algorithm: Recall that our objective is to find more
than two CRPs, ¢gf), satisfying (2)-(4), for 1 < t < ¢ and
1 < uw < N. Unfortunately, to our knowledge, other than the
exhaustive search, there is no technique useful for finding the so-
lutions. An observation here is that, though the consideration of
(2)—(4), which constitute the so-called CRP criteria, can provide
all the possible CRPs, in fact, the consideration of a restricted
version of (2)—(4), called weak CRP criteria, is sufficient for our
use in most cases of CARPY and CARPY+. The weak CRP cri-
teria are derived from (2)—(4) without considering the modular
arithmetic as

_ngtu) : G(,t?sv S Oéu,'u,v’ (5)
Qb(gt“) : G(_t?gv S /Bu,v,r (6)
—AY <Ok <g—1-4Y, (@)

o) (k) €7 ®)

wherew Zv,1 <u,v < N,1 <k < (A+1), qﬁgt)(k) is the
kth element of ¢§t)
au,'u,v’ - (Agtu)’_ . G(_t?qv) — Cmin (Aii) - G(_t’)sv 9 T) (9)

)

and

(®)
/Bu,v,r = Cmax (Asu,—

.q® r) _ (A(t) .q® ) . (10)
An immediate observation is that the solutions satisfying the
weak CRP criteria are a subset of the solutions satisfying the

CRP criteria. In particular, (5) and (6) are, respectively, the

Algorithm: TwiLP(A(®),G®)
Scenario: The network planner wants to calculate a CRP, qﬁ(stu)
1 Randomly select an integer vector ¢
Setd = —c
Construct two ILPs, ILP(c) and ILP(d)
Construct two LP-relaxations, LP(c) and LP(d)
Calculate 71,p(c) and Trp(q)
Calculate @ = (Tp(e) + Trp(a))/w
do
Apply randomized rounding on 7
until the rounding result is a feasible solution of ILP(c)

O 00 ON L BN

Fig. 7. TwiLP Algorithm.

same as (2) and (3) except that the modular arithmetic is aban-
doned. Equation (7) should be added to the weak CRP criteria.
Otherwise, if an improper ¢§f} is found, the constructed pair-
wise keys X, s, and X, ;. could be inconsistent between two
nodes s, and s,. From an ILP point of view, some CRPs can be
thought of as the set of all the feasible solutions in the feasible
region formed by the linear constraints of (5)—(8). In other
words, finding a CRP amounts to finding a point in the feasible
region. Thus, by introducing an arbitrary objective function,
a CRP can be constructed by finding an optimum solution of
the corresponding ILP. Recall that, since @2? is composed of
several CRPs, the strategy we use here is to discover a CRP one
by one. Once more than two CRPs are found, the construction
of @2“ is considered successful. In the following, we explain
the construction of ¢§f}, an element of @g?.

By assuming two objective functions O; and O, are oppo-
site each other, we propose an algorithm, called TwiLP, in which
LP-relaxation [28] is used twice to find the two optimum solu-
tions with respect to O7 and O in LPs, respectively, and then
performs randomized rounding [27] on the point resulted from
averaging those two optimum solutions to search for a feasible
solution of ILP. TwiLP is shown in Fig. 7 and a more detailed
description is as follows.

By considering two matrices A® and G®), together with
qﬁg? -¢ as an objective function, we can construct an ILP, ILP(c¢),
as shown in the following:

Integer Linear Program ILP(c)

minimize ¢>£t) -c
subject to
_452? : G(_t) » S Qo 0,7

-

gt) : G(t) | < Bu v,r

—AY, < ¢W(k) < q-1-AD,
G ez

15

(
(
(
(

With a simple calculation, one can obtain the optimum solution
TLp(c) for the LP-relaxation of ILP(c). Let the column vector
d = —c. Considering the integer linear program ILP(d), one
can also calculate the optimum solution 7y p(4) for the LP-relax-
ation of ILP(d). Then, the average T = (TLp() + TLp(d))/w,
where w is a randomly selected integer, is calculated. It should
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be noted that ¢, d, and w should be kept as a secret only known
by the network planner so that the adversary cannot follow the
same rule to construct the CRPs used in CARPY and CARPY+.
Finally, randomized rounding is applied on the vector 7. Since
the feasible region of an LP is a convex set, all the points on the
line segment connecting two arbitrary points within the feasible
region are within the feasible region. Thus, it can be known that
7 is located within the feasible region. If w is selected properly,
7 can be near the centroid of the feasible region. Hence, it is ef-
ficient to obtain the integer feasible solution, which is the CRP,
by applying randomized rounding on 7 in most cases.
Example 2: Consider the following ILP:

Integer Linear Program (ILP — EX — 1)
minimize — 3z1 — 229 (16)
subject to
—x14+ 22 <1 (19)
r1,2x9 >0, x1,29 €N (20)

By using LP-relaxation, we can know that the optimum solu-
tion for 1 and x4 is (2.5, 1.5). Unfortunately, in this case, only
one rounding result (2, 1) is still a feasible solution, while the
other three possible rounding results, (2, 2), (3, 1), and (3, 2)
are not feasible solutions anymore. Consider the following ILP
whose objective function is in the opposite direction of that of
ILP-EX-1:

Integer Linear Program (ILP — EX — 2)
minimize 3z1 + 225 (21)
subject to
3r1+ 22 <9 (22)
T1+ 32 <7 (23)
—x1+22 <1 (24)
T1,T2 Z 07 xr1,To € N (25)

The optimum solution to the corresponding LP-relaxation is (0,
0) by a simple calculation. The possible results by applying
randomized rounding on the averaging result (1.25,0.75) =
((2.5,1.5) + (0,0))/w, where w = 2, could be (1, 0), (1, 1),
(2, 0), and (2, 1). This time, these four possible results are all
feasible solutions.

Implementation Issues: When there are many constraints in
LP, the solver of LP could require a long time to obtain the op-
timal solution. Furthermore, it can be observed that TwiLP could
fail to find the CRPs even if several iterations are performed.
From the implementation perspective, there exists another way
to construct CRPs. The key observation here is that if the ele-
ments of G*) are relaxed to small floating point numbers in-
stead of integers, then (5)—(8) can be easily satisfied. Specifi-
cally, G® can be constructed as described in Section ITI-C, fol-
lowed by a division using an integer 7y (e.g., v = 100). Note that
after such scalar division, the property of G®) that any A + 1
columns are linearly independent can still be kept. The algo-
rithm of constructing CRPs is described as follows. At first, an
integer vector gbgt) is randomly generated. For gbgtu) , We examine

if (5)—(8) are satisfied. The above procedure is repeated until a
satisfiable vector is found. Despite its similarity to exhaustive
search, in practice, after the relaxation of G® such a simple
randomized algorithm is very efficient and effective for gener-
ating CRPs. For example, when ¢ = 26 — 15, A\ = 128, and
r = 14, only less than 10 s are needed to generate a CRP. In the
subsequent discussion, we assume that the above simple ran-
domized algorithm is exploited to construct CRPs.

IV. SECURITY AND PERFORMANCE EVALUATION

A. Security Analysis

In this paper, we assume that four categories of attacks
could be mounted by the adversary. They are the eavesdrop-
ping attack, the node capture attack, the routing layer attack,
and the physical layer attack. Note that the intention of the
adversary’s intervention could be the compromise of the se-
curity of the key establishment scheme, or the impediment
of key establishment between two nodes. The resilience of
CARPY and CARPY+ to these four possible attacks is de-
scribed in Sections IV-A1-1V-A4, respectively. In addition
to the aforementioned attacks, Denial of Service (DoS) is a
common strategy mounted by the adversary to attack networks.
While the DoS attack has no direct impact on the information
leakage of the key establishment schemes, an ill-designed key
establishment scheme easily incurs DoS attack. The immunity
of CARPY and CARPY+ to DoS attack will be described in
Section IV-AS.

1) Eavesdropping Attack: In our assumption, a global eaves-
dropper is involved in the network so that all the traffic on the
network will be immediately known by the adversary. In the
CARPY scheme, the message exchanged between nodes is only
the column vectors of the matrix GG, which is assumed to be pub-
licly known by everyone including the adversary. On the other
hand, there is no message exchanged between nodes during the
key establishment of the CARPY+ scheme. Thus, the adversary
gains nothing about the pairwise key between each pair of nodes
by using eavesdropping attack.

2) Node Capture Attack: The CARPY and CARPY+
schemes can be regarded as a generalization of Blom’s scheme.
In particular, the construction of the matrix W in CARPY
and CARPY+ comes from the elements of the matrix A(*)
of Blom’s scheme, on which the CRPs are applied. Due to
this observation, directly inherited from Blom’s scheme, the
security of both CARPY and CARPY+ can be perfectly guar-
anteed before A + 1 sensor nodes are captured by the adversary.
Therefore, we only consider the case where the number of
captured nodes is larger than A + 1.

Recall that the security of both CARPY and CARPY+ is com-
pletely broken if D® is obtained by the adversary. We will
study the breaking complexity of compromising the matrix D(*)
as follows. After CRPs have been applied on A® to construct
the matrix W) the relation between the matrices A® and D®
in Blom’s scheme does not exist any more. Here, a metric, called
computational breaking complexity (CBC), for evaluating the
computational difficulty of recovering D®) is defined. While
physical breaking complexity (PBC), meaning the least number
of nodes necessary to be captured to compromise the security,
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acts as a metric for evaluating the hardness of recovering D in
terms of physical attack, the CBC is defined in terms of compu-
tational effort the adversary needs to pay. To break the security
of the CARPY and CARPY+ schemes, the effort one should pay
is the PBC plus CBC. A theorem describing the breaking com-
plexity of compromising the matrix D(*) is as follows.

Theorem 1: Let YT be the set of captured nodes. Let A; be
the sth subgroup of captured nodes, on which the same CRP
is applied, correctly identified by the adversary. In the case of
|Y| < A+ 1, the CARPY and CARPY+ schemes are infor-
mation-theoretic perfectly secure. In the case of [T]| > A + 1,
the CBC for recovering the matrices D(t), where 1 < ¢t < ¢,
is Q00511 Ty en, 197D 06 020 (18] = 1) 2 A+ 1,
and Q(Z§:1 [Lier |<I>gj ) ), otherwise, for both the CARPY and
CARPY+ schemes.

Proof: Blom’s scheme can be regarded as a special case of
CARPY and CARPY+, where the same publicly-known CRPs
are applied on each row of A® Thus, in the case of |T] < A+1,
the security of CARPY and CARPY+ directly inherits from that
of Blom’s scheme; it is perfectly secure.

Since the matrices W( )_ are constructed independently for
eachround t = 1...¢, the breakm% complexity for d1fferent
matrices is the same. Recall that W (t) _+ ¢>Su holds.
After : sensor nodes, {s.,,.. ,szz} c {sl, . ,sN} are cap-
tured by the adversary, a system of linear equations is obtained
as follows:

Wi o =AL  + 60 () (26)

A+l
= (G(*)) D +o0 () @)
wherel<a<w1<g<)\+1and(G()) 5 de-

notes the element on the s,_ th row and k-column of the matrix
transpose of G(). In the linear system shown in (27), Ws(t)

and (G(t))

qﬁgf)d < are unknown to the adversary. It can be seen that the total
number of linear equations is (A + 1) and the total number of
unknowns is 2(A+1)+A(A+1)/2. Obviously, finding a unique
solution for D) is impossible.

A strategy possibly adopted by the adversary to find a unique
solution for D® in the linear system shown in (27) is to reduce
the number of unknowns. Since the elements in D) are chosen
from the finite field - ; arbitrarily and independently, the number
of unknowns coming from D(*) cannot be reduced and is still
A(A+1)/2. The remaining possibility for the adversary is to se-
lect a group A C T of w41 sensor nodes {sz,,...,sz,, } with

i are known by the adversary while D( ) and

row vectors {Ws(tz e Wg(t) o } on which the same CRP is ap-
plied. In this case, the number of unknowns due to CRPs can be
reduced by w(\ + 1). Define such a group as an ill-perturbed
group. According to this observation, the adversary may iden-
tify one or more ill-perturbed groups to reduce the number of un-
knowns in the linear system shown in (27) so that a unique solu-
tion for D®) can be determined. The probability that an ill-per-
turbed group is found is O(1/(] ;¢ o |<I)gt) ), because CRPs are
randomly and independently applied on the matrix A®). As-
sume that ¢ ill-perturbed groups {A4, ..., A¢}, each of which

TABLE II
RELATION BETWEEN VARIOUS PARAMETERS
Lo | ¢ [e[ x[r[10f[e] B
128 [ 216 —15 [ 16 | 32 | 14 > 2 64 > 236
128 | 216 —15 | 16 | 64 | 14 > 2 64 > 270
128 | 216 —15 | 16 | 128 | 8 > 2 16 > 2133
128 | 216 —15 | 16 | 128 | 14 >2 64 |[ > 2135

consists of S;, nodes, 1 < n < (, are identified by the adversary.
To recover D(®), it is necessary to satisfy Zgzl (Sp—1) > A+1
since D) is a symmetric matrix. As a result, the probability for
breaking a matrix D®) is the same as the probability of correctly
identifying these ( ill-perturbed groups, which can be calculated
as 1/(H§:1 [Tiea, |<I>gt) ). Since the adversary needs to recover
¢ independently constructed matrices D*), the probability of
correctly identifying these ¢ ill-perturbed groups for those £ ma-
trices D) can be calculated as 1/(2?21 T ).
As a consequence, the CBC turns to be

S
o (ST TT [ 2
J=1li=1pen,
which completes the proof. O

Corollary 1: Given that |<1>§t> >p,1<t<€andl <u<
N, the CBC for recovering the matrices D) is Q(¢ - p*+1) for
both the CARPY and CARPY+ schemes.

Proof: Simply substituting |¢>g) > p into the result de-
rived from Theorem 1, we have the probability P of correctly
identifying the ( ill-perturbed groups for £ matrices as follows:

C .
P=1/ 3T IT |o| <1/t ).

Therefore, the CBC can be written as 1/P = Q(¢ - p*1).

The intuition behind Theorem 1 and Corollary 1 is that, after
capturing a set Y C Z of A + 1 nodes, the adversary must guess
the correct CRPs applying on the row vectors of A + 1 captured
nodes. Since a successful guess in one attempt is with proba-
bility O(1/ Iy |<I>l()t) |) and there are ¢ rounds of CARPY and
CARPY+ needed to be performed, if |<I>£t)| > pforall u and ¢,
the required computational effort is Q(Zle | |(I>l()t)|) =
Q(¢ - p*1). The security levels under different settings can
be found in Table II. Consider for example that the parameters
£ =16, A = 128, r = 14, and p = 2 are used. Even with the
unrealistic assumptions that input/output (I/O) operations can
be ignored and each trial can be accomplished within one single
cycle, the time needed for breaking D*)’s is over 102 years on
a 3-GHz processor.

In addition to recovering the matrices D(*), the adversary may
also try to derive the CRP applied on each captured node by
using the methods described in Section III-D. Given |<I>§? | > p,
if A + 1 nodes have been captured, since A + 1 CRPs should
be simultaneously and correctly guessed, exhaustive search in-
curs Q(¢ - p**1) computation overhead, which is infeasible for
the adversary. On the other hand, the TwiLP algorithm can be
utilized by the adversary. However, the parameters ¢, d, and
w, used in TwiLP are only known to the network planner and

(29)
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unknown to the adversary. The adversary is forced to examine
Q(& - p*1) possibilities for the captured nodes. Therefore, it is
also inefficient for the adversary to find CRPs by using TwiL.P.

3) Routing Layer Attack: Routing layer attacks typically
focus on disrupting the routing mechanisms. The adversary
may not gain information about the pairwise key by directly
mounting routing layer attacks. However, routing layer attacks
(such as Sybil [22] and sink hole [16] attacks) could be used
to either hinder the legitimate nodes from achieving key estab-
lishment or even strengthen the effectiveness and efficiency of
node capture attack. Accordingly, attention to the study of the
resilience of key establishment schemes to routing layer attacks
is of primary importance.

For CARPY, since two nodes establish their pairwise key
by exchanging their respective column vectors of GG, CARPY
is not resilient to routing layer attacks. Nevertheless, when
CARPY+ is exploited, since no communication is required
for establishing the pairwise key, routing layer attacks cannot
disrupt the key establishment procedure. Hence, the resilience
of CARPY+ against routing layer attacks can be guaranteed.

4) Physical Layer Attack: A physical layer attack usually
means a jamming attack [30], in which the adversary disrupts
the capability of transmitting and receiving packets for some
specified nodes through radio-frequency interference. Solely
exploiting the physical layer attack cannot help the adversary
gain the information about the pairwise key, but it can block
the communications among a group of selected nodes so that
the key establishment has the possibility of not being accom-
plished. However, the CARPY+ scheme is indeed robust to the
physical layer attacks since the pairwise key can be calculated
without the need of communication.

5) DoS Attack: In this paper, we only emphasize the DoS
attack incurred by applying the key establishment schemes. As
for the Path-based DoS (PDoS) attack [10], the bogus message,
aiming at performing shared-key discovery or path-key estab-
lishment, can always be sent from the adversary to a victim node
to exhaust the energies of the victim node and the nodes on the
path to the victim nodes. However, because no communication
or interaction between nodes is required in CARPY+ for estab-
lishing the pairwise key, DoS attacks can be resisted.

B. Performance Analysis

The prototypes of both the CARPY and CARPY+ schemes
have been implemented on the TelosB compatible mote (Micro-
Controller: TI MSP430F1611; Flash Memory: 48 KB + 25 6 B;
RAM: 10 KB; Radio Chipset: ChipCon CC2420). The program-
ming tool we used is the native C compiler on IAR Embedded
Workbench, instead of TinyOS. In our experiments, the param-
eters were set as follows. The desired key length L is 128, ¢ =
216 _ 15, \ = 128, ¢ = 16, and » = 8. We used the diagnostic
and profiling outputted from IAR Embedded Workbench to esti-
mate storage and computation overhead. It should be noted that
the elements of G(*) used in the experiments were selected and
represented in floating points for ease of implementation.

1) Storage Overhead: If CARPY is used, then, for sensor
node s,,, the row vectors Agt)_ and column vectors G (_t?Su are

TABLE III
STORAGE OVERHEAD OF CARPY AND CARPY+ (IN BYTES)

[ Scheme || CODE Memory | DATA Memory |
CARPY 288 8912
CARPY+ 690 8906

TABLE IV

COMPUTATION OVERHEAD OF CARPY AND CARPY+

[ Scheme [ Time (in seconds) | Cycle Count |
CARPY 0.14 1138548
CARPY+ 0.15 1209756

needed to be stored. Since ¢ rounds of CARPY need to be per-
formed independently, when GM 1<t < ¢ are selected to
be the same, the storage overhead is, therefore, O(§ - \). If
CARPY+ is used, for sensor node s,,, only row vectors Asi —
and an element s need to be stored. Since the CARPY+ scheme
also needs to be performed ¢ rounds, the storage overhead for
CARPY+ is, thus, O(¢ - A). The storage overhead incurred in
both the CARPY and CARPY+ schemes in our experiment is
shown in Table III.

2) Computation Overhead: For different s, and s,, A + 1
multiplications and A additions are needed to carry out the mul-
tiplication of A, and G_ ;  in each round of CARPY. The
computation overhead of CARPY + is slightly larger than that of
CARPY because each node calculates the needed column vec-
tors by itself. From the s,, point of view, after the calculation of
@°» (see Section III-C), A+ 1 multiplications and A additions are
sufficient to simultaneously carry out the generation of G_ ;_,
and the multiplication of A, _ and G_ ; by using Horner’s
rule in each round of execution of CARPY+. The computation
overhead obtained from our experiments is shown in Table IV.

3) Communication Overhead: In CARPY, the communica-
tions happen only when two sensor nodes exchange their respec-
tive column vectors. As the length of a column vector is O()\)
and the expected hop distance between two arbitrary nodes in
a random flat network is O(v/N), the communication overhead
is, therefore, O(§ - A - VN ). On the other hand, it can be easily
observed from the scheme described in Fig. 6 that there is no
communication needed in the CARPY+ scheme.

4) Energy Consumption: In this paper, we utilize a model
similar with the one considered in [26] and [36] to estimate the
energy consumption of CARPY and CARPY+, and then com-
pare it with the other schemes. In general, we consider the net-
works composed of N sensor nodes, in which the packet loss
rate pjoss of each link between any two neighboring nodes is
the same. In other words, delivery of a single packet will fail
with probability pjoss. Assume that the byte-length of the max-
imum payload in a packet is Lacket. The expected length of the
shortest path connecting two arbitrary nodes in the network is
assumed to be h. Denote the energy consumption of transmit-
ting and receiving one packet as e; and e,., respectively. In the
following, we first formulate the energy consumption for sev-
eral known schemes and the CARPY and CARPY+ schemes.
Then, a comparison among them will be presented.
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Probabilistic Key Predistribution: We show how to calculate
the energy consumption E,,o1 for P-KPD, which is composed
of the energy consumption EZP%™ of communications and the
energy consumption EZTHP of computation, as follows. Basi-
cally, the schemes [5], [8], [9], [11], [17], [18], and [33] are
all within the same framework of P-KPD. Without loss of gen-
erality, we only conduct energy consumption for [11], but the
evaluation results can be naturally extended to [5], [8], [9], [17],
[18], and [33].

Let the key ring size for each node be m, let the key pool
size be S, and let the key ring of the sensor node s, be a set
{ki*, ..., k2 }. The probability p. that two nodes share at least

one common key in their respective key rings can, thus, be com-
puted as 1 — (((2“:1) . (2;”))/((51)2)) For simplicity, we as-
sume that each node has established either the shared-key or the
path-key with its neighboring nodes after sensor deployment.
Let L, be the byte-length of Merkle puzzle packet which is of
the form

<id,N1,Ek;d(N1),...,Nm,Em(Nm» (30)
where Ny, ..., N, are random words. To have a common key
with the node s,,, the node s,, tries to find their shared-key by
sending the Merkle puzzle packet to s,. With probability p.,
the energy consumption of communications for the shared-key
discovery between s,, and s, is h - ((e;/(1 — pross)) + €r) -
([L2/Lpacket ] +1). However, after the above communications,
with probability 1 — p,., they find that they do not have the
shared-key so that the path-key establishment is necessary, re-
sulting in additional energy consumption A - ((e¢/(1 — pioss)) +
er)-([L/8- Lpacket | +1) required for transmitting the path-key.
Thus, the energy consumption ETPH™ of communications for
P-KPD can be estimated as

& Lz
bt e ([ [ +1) s apa
<1 — Ploss Lpacket ( P )
(& L
| ter —— | ]. (1
(1_ploss )(’VS'Lpacket—‘> ( )

comp
prob

The energy consumption F
be estimated as

of computation for P-KPD can

m-ec+m? eq+ (1—p)-h- (e +eq) (32)
because m encryptions in s,, and m? decryptions for finding
the common key in s, are required in shared-key discovery
while in path-key establishment each pair of consecutive nodes
on the key path performs one decryption and re-encryption. It
should be noted that for simplicity some hidden costs, i.e., the
energy consumption for establishing the shared-key or path-key
between two neighboring nodes, are ignored in our calculation.

Deterministic Key Predistribution: Here, we consider the
two-dimensional (2-D) PIKE scheme proposed in [4]. Note that
the evaluation results can be easily extended to the other deter-
ministic KPD schemes [6], [7], [19]. From the key assignment
of each node, the probability p. that two nodes share a common
key in the deterministic key establishment schemes can usually
be directly derived. For example, p. = 2(v/N — 1)/(N — 1)
is derived in the 2-D PIKE scheme. We also assume that each

node has established either the shared-key or the path-key with
its neighboring nodes after sensor deployment. With probability
Pe, nodes s, and s, have a shared-key; thus, no communication
is needed. With probability 1 — p., the path-key establishment
is required to be performed between nodes s, and s,. Conse-
quently, the energy consumption Fgeter = ESoer + Eorey
for deterministic KPD can be derived by calculating the energy

consumption F$2o™ of communications as

1 L
2-h-(1-np. - . r ]| —
h ( P ) <1 — DPloss cote > ’78 : Lpackct-‘ (33)

comp _ o

deter (ee + ed) of compu-

and the energy consumption
tation.

RPB Key Establishment: The RPB scheme [40] is the only
scheme to take advantage of random perturbation to strengthen
security and reduce communication overhead. The energy con-
sumption of the RPB scheme is Erpp = Fgpp” + FRpp -
Since executing RPB one time derives a part of the pairwise
key, without loss of generality, we assume that £ rounds of RPB
need to be performed. In addition, a security parameter needed
in the RPB scheme is also assumed to be A for simplicity. Since
the key sharing between each pair of nodes is guaranteed and
proven in [40], the energy consumption E5pg" of communica-

tions for the RPB scheme can be easily estimated as

L
h~< et +6r>"7 M -‘
1- Ploss Lpacket

where Ly is the byte-length of a hash. When the node s,, wants
to establish a pairwise key with s,, the primary energy con-
sumption ERpy of computation for RPB scheme can be esti-
matedas & - A - (eq +em) +E&-e.+ (£ —1) - exor for s, and
E-XN-(eatem)+3-E-e.+ 3% exor for s,, where e, and e,,,,
respectively, denote the energy consumption of accomplishing
the addition and multiplication of two integers, and exor means
the energy consumption of accomplishing exclusive OR (XOR)
operation between two bit-strings. Here, as in the experiment
conducted in [40], the energy consumed for calculating a hash
is replaced by the energy consumed by a block cipher.

CARPY and CARPY+ Schemes: We calculate the energy
consumptions Ecarpy and Fcarpys4+ for both CARPY
and CARPY+, respectively. Ecarpy can be estimated as

comp

— comim comm 1
Ecarpy = E&\Rpy + Ecarpy- Here, EGRpy is calculated

as
(A + 1)} ( e )
2.h.- & . +er
5 ’78 . Lpacket 1- Ploss

because the respective column vectors of G of two nodes s,, and
s, need to be exchanged. As for E\ppy it can be computed
as2-&- (A 4+1)-em+ A-eq), where e, and ey, respectively,
denote the energy consumption of accomplishing the addition
and multiplication of two integers, as the primary task needed
to be performed by two ends is to calculate an inner product.
Since, in the CARPY+ scheme, a pairwise key can be directly
constructed between any pair of nodes without the need of com-
munication, the energy consumption E¢{gpy, is zero. As to
the computation needed for the construction of the common key
between two nodes s,, and s,,, the node s,, should first generate

the corresponding column vector G (_t)s , requiring &-log(s,+1)

(34)

(35)
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Fig. 8. Energy consumption for different key establishment schemes under the
setting of proes = 20% and Lacier = 29 B.
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Fig. 9. Energy consumption for different key establishment schemes under the
setting of pioss = 20% and Lpacres = 102 B.

multiplications if the set {? |i € N, 2? < sx} is stored in each
node. After that, the computation of the inner product, which is
similar to the one used in the CARPY scheme, is carried out to
construct the common key. As a result, when Horner’s rule is
exploited, the energy consumption E¢\Rpy, of the CARPY+
scheme for the computation is at most £((2(A + 1) + log(sny +
1))em + 2Xeq).

Energy Calculation: We consider the energy consumption of
several operations implemented on the TelosB mote. CC2420
consumes 18.8-mA current for receiving and 17.4-mA for trans-
mission. If the battery voltage and the data rate are set to 3.6 V
and 250 kb/s, respectively, then the energy for receiving one byte
needs 2.1658 uJ and the energy for transmitting one byte needs
2.0045 pJ. In our experiments, e, and e, are about 0.2164 and
0.2405 pJ, respectively. In a network whose N nodes are evenly
and randomly deployed, the expected hop distance is O(v/N),
i.e., h = O(V/N). For P-KPD [11], the parameters are selected
to achieve > 0.999 network connectivity. For D-KPD, the 2-D
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Fig. 10. Energy consumption for different key establishment schemes under
the setting of pross = 50% and Lyacke: = 29 B.
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Fig. 11. Energy consumption for different key establishment schemes under
the setting of poss = 50% and Lpackes = 102 B.

PIKE [4] is adopted. The parameter setting of RPB is done
according to [40]. For CARPY and CARPY+, the parameters
{ =16, ¢ = 20, and A = 75, which achieve the same level of
security with RPB, are used. We compare these schemes in two
cases:? Lpacket = 29 and Lpacket = 102. Under the setting of
different packet loss rates, the comparisons of energy consump-
tion for establishing a key between two nodes among different
schemes are shown in Figs. 8—11.

Due to the fact that CARPY incurs larger packet overhead,
CARPY consumes more energy than D-KPD and RPB. Note
that if the parameters, such as /, r, and &, are chosen properly,
the overhead can be further reduced. Fortunately, it can be easily
observed from Figs. 8-11 that the energy consumption in the
proposed CARPY+ scheme is substantially smaller than all the
known schemes chosen for comparisons and remains steady in
all cases due to its communication-free property. For example,

2The default maximum payload size in TinyOS is 29 B and the maximum
payload size in IEEE 802.15.4 is 102 B.
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we can know from Fig. 8 that the energy consumption of P-KPD
[11]1is about 1000 times greater than that of CARPY +. In partic-
ular, the scalability of CARPY+ is superior to the other schemes
because only the energy consumption of CARPY+ is indepen-
dent of the network size. The effect of packet size can also be ob-
served from Figs. 8 and 9. The energy consumption of D-KPD
[4] is about 23 times greater than that of CARPY+ in a net-
work with Lpacket = 29 bytes while the energy consumption
of D-KPD is about 72 times greater than that of CARPY+ in
a network with Ly, .kt = 102 bytes. Moreover, the effect of
packet loss rate is clearly revealed in Figs. 9 and 11. The en-
ergy consumption of D-KPD is about 72 times greater than that
of CARPY+ in a network with pj,ss = 20% while the energy
consumption of D-KPD is about 95 times greater than that of
CARPY+ in a network with pjoss = 50%. Such energy sav-
ings can also attribute to the communication-free property of
CARPY+. More specifically, the higher the packet loss rate, the
larger the transmission errors and the more the retransmissions.
We conclude that the communication-free property of CARPY+
is extremely helpful in reducing communication cost.

C. Comparisons

Here, we emphasize the comparisons among CARPY+ and
other known key establishment schemes from the sensor-key
criteria point of view. The results are shown in Table I and are
described in detail in the following.

RAI: Due to the need of path-key establishment, the P-KPDs,
D-KPDs, L-KPDs, and LEAP are all vulnerable to the node cap-
ture attack. In addition, due to the need of communications, the
adversary can always impede the key establishment between
two nodes in P-KPDs, D-KPDs, RPB, L-KPDs, and LEAP. On
the other hand, RAI of TKDs is also poor because TKDs in-
volve threshold behavior in security aspect. For CARPY+, since
there is no need of communications in key establishment, all the
eavesdropping, node capture, routing layer, and physical attacks
cannot degrade the security between a pair of nodes having not
been compromised. Even better, for the same reason, key es-
tablishment can be guaranteed to be successfully accomplished
whenever the aforementioned attacks occur. This implies the
strongest survivability. In addition, it does not incur DoS attacks
in that key establishment is carried out in a spontaneous way.
Thus, a message claiming the request for establishing keys will
simply be dropped. Hence, the proposed CARPY+ scheme is
considered to be a key establishment scheme satisfying RAIL.

DGKE: Due to the storage limitations of each sensor node,
predetermined keys cannot be preloaded into each pair of nodes
if P-KPDs, D-KPDs, and L-KPDs are applied, leading to the
partial connectivity of key sharing. Hence, there always exists
pairs of nodes that do not have shared-keys and require path-key
establishment. For LEAP, a node can establish common keys
with its neighbors only. However, we can know from the de-
scriptions of the proposed CARPY and CARPY+ schemes in
Figs. 4 and 6 that key sharing can be always established between
any two nodes.

RNC: While L-KPDs and LEAP obviously cannot be applied
to mobile networks, the efficiency for establishing key sharing

will be significantly decreased if P-KPDs and D-KPDs are con-
sidered in the mobile networks. This is because the bootstrap-
ping procedure involves considerable communication and com-
putation overheads and cannot be repeated quite often. The RPB
scheme is applicable in a wide range of networks. However,
the advantages come from sacrificing its applicability to het-
erogeneous networks because the IDs of sensor nodes in the
RPB scheme should be artificially assigned, which could be
infeasible in certain devices. For CARPY+, it works irrespec-
tive of the network scale. In addition, key establishment can
be performed independent of deployment knowledge. In fact,
CARPY+ can be carried out with arbitrary network topology be-
cause the pairwise key is calculated by the node itself. Finally,
CARPY+ does not assume the knowledge of hardware; thus, it
can be considered to be hardware independent and is applicable
in heterogeneous networks.

EFF: As for the efficiency of the CARPY+ scheme, it does
not require any message exchange and only involves a constant
number of additions and multiplications. Hence, because of the
communication-free property of the CARPY+ scheme, both the
energy saving and reduction of latency incurred by the key es-
tablishment are very significant and can be kept as minimal.

RDND: In D-KPDs, key sharing between nodes usually re-
lies on some fixed structures, such as the hypercube in [4], the
expander graph in [7], and the combinatorial design in [6] and
[19]. If the construction of the underlying structure does not
consider the nodes to be deployed in the future, on-the-fly ad-
dition of nodes is usually infeasible. A possible solution is to
construct the structure with the consideration of a large number
of nodes, but it also increases the storage overhead. Compared
with D-KPDs, on-the-fly addition of nodes can be supported by
also taking a large number of nodes to be deployed in the future
into account prior to the initial node deployment. Fortunately, ir-
respective of the number of nodes considered, the size of keying
materials necessary to be stored in each node is the same. Ac-
cordingly, by considering the nodes to be deployed in the future
in the construction of W and G, our proposed CARPY and
CARPY+ schemes are resilient to dynamic node deployment.

Other Advantages: A unique feature possessed by CARPY+
is that it is transparent to the other network services, that is,
CARPY+ can work well in cooperation with the other network
services such as power saving and medium access control
(MAC) mechanisms. For example, radio function of sensor
nodes usually should be turned off to prolong the network
lifetime. However, if the other schemes requiring communica-
tions are used for establishing keys, for the efficiency of key
establishment the nodes should be always in the active mode to
deliver the packets with minimal latency, resulting in the faster
energy depletion of sensor nodes. On the other hand, for the
efficiency of power consumption, the nodes often turn off their
radio, leading to an unstable route between nodes and, there-
fore, larger latency in establishing keys. Fortunately, since the
proposed CARPY+ scheme does not require communications,
it does not need to face such a dilemma. In addition, if the com-
munications are required in establishing keys, MAC protocols
could also be overloaded since the increased communications
imply higher interference. The proposed CARPY+ scheme can
be implemented without this difficulty.



568 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 5, NO. 3, SEPTEMBER 2010

V. CONCLUSION

Two ConstrAined Random Perturbation-based pairwise
keY establishment (CARPY and CARPY+) schemes are con-
structed via a novel constrained random perturbation technique.
In terms of the so-called sensor-key criteria, while all the
existing schemes only satisfy a few requirements, the proposed
CARPY+ scheme meets all the requirements. In particular,
CARPY+ is the first noninteractive key establishment scheme
with great resilience to a large number of node compromises
for WSNs. Together with a comprehensive comparison, the-
oretical and experimental results are provided to validate the
performance of the CARPY and CARPY+ schemes.
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