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Abstract
We propose a one-way delay jitter based scheme, “Jit-
terPath,” for available bandwidth estimation. Common
assumptions, including use of the fluid traffic model and
use of the bottleneck link capacity, that have been made
in the literature are relaxed in this study. We exploit one-
way delay jitter and accumulated queuing delay to pre-
dict the type of a queuing region for each packet pair. In
addition, we quantify the captured traffic ratio, which is
defined as the total output gaps of joint queuing regions
per total input gaps, and use it to derive the relation-
ship between probing rate and available bandwidth. We
further investigate how the estimation resolution and the
probing noise ratio are related to the accuracy of avail-
able bandwidth estimation. Extensive simulations and
real-network experiment have been conducted and com-
parisons with other methods have been made to verify the
effectiveness of our method, no matter whether single-
hop or multi-hop environments are considered.
keywords: Available bandwidth, Bottleneck, One-Way-
Delay jitter, Probing noise, Queuing delay/region

1 Introduction

Active probing has been found to be useful for discover-
ing network conditions. In [8], Keshav proposed a new
idea, called the “packet pair,” to estimate the capacity of
a bottleneck link, which is defined as the minimum ca-
pacity among the links from the sender to the receiver.
However, the capacity of a bottleneck link is not really
decisive to affect network conditions. On the contrary,
available bandwidth [5] determined from all the links
as the minimum bandwidth that has not been used has
been recognized as the most important factor. Thus, it is
known that a bottleneck link is not necessarily the link
with the minimum available bandwidth.
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In order to actively estimate available bandwidth,
probing packets are sent and interact with cross traffic
such that the relationship between available bandwidth
and probing rate can be revealed. The existing active
probing-based available bandwidth estimation technolo-
gies can be roughly divided into two categories [18]:
(1) probe gap model (PGM) methods and (2) probe rate
model (PRM) methods.

The idea behind PRM-based methods [3, 6, 9, 11, 16]
is to exploit self-induced congestion, which relies on an
intuitive assumption that if the probing rate is higher than
the available bandwidth, then the probing packets will
start to be queued in the bottleneck router, resulting in in-
creasing one-way delay. PRM methods assume the cross
traffic operates like a fluid traffic model [7] so that the ar-
rival rates are constant and the amount of cross traffic in-
serted between each packet pair is the same. Under these
circumstances, if the probing rate is higher than the avail-
able bandwidth, then the queuing delays of probing pack-
ets will constitute an increasing and smoothing sequence;
otherwise, queuing delay will not occur. Unfortunately,
TCP is bursty instead of fluid, so OWD increasing trend
does not suffice to represent the relationship between the
probing rate and available bandwidth, especially, when
the cross traffic rate varies during measurement.

In PGM-based methods [1, 13, 15, 18], probing pack-
ets are sent into the network in the hope that the inter-
departure time can be different from the inter-arrival time
at the receiver side, and this information can be exploited
to measure available bandwidth. Under this circum-
stance, if the amount of the cross traffic placed in be-
tween the packet pair can be known, then it is possible
to directly estimate the available bandwidth as the bot-
tleneck link capacity minus the cross traffic rate with-
out needing to pour many probing trains to the network.
PGM methods make two assumptions: (1) a single-hop
environment is assumed such that the link with the min-
imum available bandwidth is the bottleneck link; (2) the
ideal fluid cross traffic model is used.
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Our contribution is that a new method, JitterPath, is
proposed based on the exploitation of one-way delay jit-
ter for available bandwidth. JitterPath contains a strategy
called the “queuing delay propagation model” that can be
used to determine the type of a queuing region that exists
within a packet pair. JitterPath also defines the “captured
traffic ratio,” which is the ratio of the total output gaps
accumulated from JQRs per total input gaps and is used
to determine the relationship between the probing rate
and available bandwidth. There are three major charac-
teristics of our method: (1) JitterPath can work without
assuming the use of a fluid traffic model; (2) Since Jit-
terPath does not rely on the use of the bottleneck link’s
capacity to indicate the relationship between the probing
rate and available bandwidth, it is feasible in a multi-hop
environment; and (3) JitterPath alleviates the impact of
probing noises under bursty cross traffic model.

2 Proposed Method, JitterPath, Under
Fluid Traffic Model

In this section, we first describe the proposed method un-
der the fluid cross traffic model, in which probing noise
does not exist and the packet pairs of the same packet
train operate in the same queuing region.

2.1 Queuing Delay Propagation Model

The queuing region (QR) determines the utilization of
bottleneck router during the inter-arrival time of a packet
pair. A QR can be classified into two types: joint queu-
ing region (JQR) and disjoint queuing region (DQR).
More specifically, a JQR is strictly defined as the sit-
uation where the bottleneck router is fully busy to ser-
vice aggregated traffic during the time interval between a
packet pair, which also means that the bottleneck router
is never idle during that interval. The aggregated traffic
is the sum of the probing and cross traffics.

2.1.1 Queuing Region Determination

Let PP i (1 ≤ i ≤ n), which is composed of consecu-
tive probing packets P i−1 and P i, denote the i-th packet
pair in the j-th packet train, whose inter-departure time
(the input gap between a packet pair) is Δj

in. Let QRi

denote the queuing region of PP i. If PP i is defined as
operating in a JQR, then the bottleneck router does not
finish three tasks before the arrival of P i: processing the
queued traffic (let Qi−1 denote the sum of queued traffic
and undelivered packets when P i−1 arrives at the router),
processing P i−1 (let s be the constant packet size), and
processing the cross traffic inserted between this packet
pair PP i (let CT i

Δin
denote the amount of cross traf-

fic arriving the bottleneck during the inter-arrival time of

PP i). They can be related to each other as

(
Qi−1 + s + CT i

Δin

TC
) > Δj

in, if QRi is a JQR, (1)

where TC denotes the capacity of a tight-link. Based on
the definition of a JQR, the inter-arrival time of a packet

pair PP i measured at the receiver side is
s+CT i

Δin

TC ,
which is the output gap, Δi

out. In addition, let Qi−1/TC
be denoted as Di−1 representing the queuing delay that
accumulates before packet P i−1. Thus, Eq. (1) can be
rewritten as

Δi
out > (Δj

in − Di−1), if QRi is a JQR. (2)

Eq. (2) can be further rewritten by using the one-way
delay jitter to substitute the difference between the output
and input gaps as

ΔOWDi + Di−1 > 0, if QRi is a JQR, (3)

where ΔOWDi = Δi
out − Δj

in.
As shown in Eq. (3), we define what can be derived if

a packet pair operates in a JQR. In practice, in order to
determine the queuing region type of a packet pair, what
the receiver needs based on Eq. (3) is the OWD jitter
and the accumulated queuing delay. In addition, OWD
jitter is also known to closely depend on accumulated
queuing delay, which implies that an accurate queuing
delay propagation mechanism is indispensable. We shall
discuss this issue in Sec. 2.1.2.

Under the situation of the fluid traffic model, the con-
dition that can be used to determine a queuing region to
be a JQR is defined as

QRi is JQR, if ΔOWDi + Di−1 > 0. (4)

In Eq. (4), ΔOWDi + Di−1 > 0 reveals that the
packet pair PP i captures a certain amount of cross traf-
fic. However, the queuing region QRi of PP i is not
certain to be a JQR because the captured cross traffic is
not guaranteed to completely fill the gap between PP i.
If ΔOWDi + Di−1 > 0 and there is room exists within
PP i, then the output gap is a DQR but is erroneously
determined to be a JQR. This phenomenon is called an
“estimation error,” which is caused by the probe noise
and will be further described in more detail in Sec. 3 by
taking bursty traffic model into consideration.

2.1.2 Queuing Delay Propagation

Once QRi has been determined based on Eq. (4), the
accumulated queuing delay Di needs to be calculated so
that the next queuing region can be determined. Depend-
ing on whether PP i operates in a JQR or not, the queu-
ing delay that accumulates in front of packet P i can be
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derived as

Di =
{

Di−1 + ΔOWDi, if QRi is JQR
max(0, ΔOWDi), if QRi is DQR.

(5)

As a result, if the procedures shown in Eqs. (4) and (5)
are iteratively performed, queuing region determination
and queuing delay propagation can be accomplished. In
addition, it is also obvious that the queuing delay prop-
agation and the one-way delay jitter are two key factors.
However, it should be noted that D0, the “initial queuing
delay,” is the queuing delay in front of the first probing
packet in a packet train and is still unknown. In the next
subsection, we explain how D0 can be determined.

2.1.3 Determining the Initial Queuing Delay (D0)

As described in Sec. 2.1, the accumulated queuing delay
and one-way delay jitter play key roles in determining the
type of a queuing region. Both of them are exploited here
to determine the initial queuing delay. Our method only
needs to trace the output gaps of a packet train once for
initial queuing delay determination. We will investigate
this issue based on two cases.

First, we consider the case where the OWD jitter is
less than zero, i.e., ΔOWDi < 0. This means that the
first output gap is decreased to absorb the initial queuing
delay. The size of the first output gap depends on two
factors: the queuing delay and cross traffic. If there is
no cross traffic, or if the amount of inserted cross traf-
fic is not large enough to expand the first output gap,
then |ΔOWD1| is equal to the initial queuing delay D0.
On the other hand, if D0 > |ΔOWD1|, then subse-
quent output probing gaps will be gradually decreased
to absorb D0. Propagation of the queuing delay will
continue, and a decreasing sequence of queuing delays,
D0 > D1 > · · · > Dk−1, will be generated until
Dk−1 < Dk that is caused by the inserted cross traf-
fic is satisfied. This means that the initial queuing de-
lay will be completely exhausted. Therefore, the initial
queuing delay can be calculated and found to be the ab-
solute value of Dk−1, |Dk−1|.

In the second case, we consider the OWD jitter is
larger than zero, i.e., ΔOWDi > 0. In this situation,
we cannot be sure if the initial queuing delay will be
completely absorbed in the first output gap or if it does
not exist initially. However, we can infer the queuing
delay D1 of the second packet by Eq. (5) and use it
as though it were the initial queuing delay, though we
will lose the aggregated traffic captured in the first out-
put gap. This phenomenon is regarded as a kind of noise
that may slightly affect the “captured traffic ratio” deter-
mination (which will be discussed in the next section).
However, the impact of this type of a noise on the ac-
curacy of available bandwidth estimation may, in fact,

be negligible when compared with the impact of probing
noise.

After the queuing regions and queuing delays in a
packet train have been determined, the so-called “cap-
tured traffic ratio (CTR)” can be quantified to determine
the relationship between the probing rate and available
bandwidth. Then, the next probing rate can be adjusted
through binary search. In the next subsection, we de-
scribe how to calculate CTR.

2.2 Captured Traffic Ratio under Fluid
Traffic Model

When a single packet pair is considered, the relationship
between the probing rate (R) and available bandwidth
(Avbw) can be expressed as

R > Avbw iff
s

Δin
> (TC − CT

Δin
), (6)

where R = s
Δin

denotes the probing rate of a packet

pair, CT
Δin

denotes the cross traffic rate captured by the

packet pair, and TC− CT
Δin

denotes Avbw. When a packet
train is considered, Eq. (6) can be rewritten for all packet
pairs of the j-th probing packet train with probing rate
Rj = s

Δj
in

, which is composed of n packet pairs, as

Rj > Avbw iff
n∑

i=1

(CT i + s) > n× TC × Δj
in, (7)

where n denotes packet train’s length, i.e., number of
packet pairs in a packet train.

The cross traffic in Eq. (7) can be further classified
into two types according to the kind of queuing region in
which a packet pair operates. By distinguishing between
different queuing regions, Eq. (7) can be rewritten as

Rj > Avbw iff
∑n

i=1
(CT i + s)|QRi is JQR +

∑n

i=1
(CT i + s)|QRi is DQR

n × TC × Δj
in

> 1.

(8)

However, no clue can be used to estimate the amount of
cross traffic in a DQR. Consequently, only the cross traf-
fic, which is captured in JQRs, can be exploited to deter-
mine the relationship between the probing rate and avail-
able bandwidth. Furthermore, under the case of the fluid
traffic model, each packet pair in a packet train will oper-
ate in the same queuing region, i.e., JQR. Consequently,
Eq. (8) can be rewritten as

Rj > Avbw, if

∑n
i=1 (CT i + s)|QRi is JQR

n × TC × Δj
in

> 1.

(9)
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Substituting Δi
out = CT i+s

TC into Eq. (9), we have

Rj > Avbw, if

∑n

i=1
Δi

out|QRi is JQR

n × Δj
in

= CTR > 1, (10)

where CTR denotes the value of “captured traffic ratio
(CTR),” which measures the total output gaps accumu-
lated in JQRs per the total number of input gaps.

2.3 Probing Rate Adjustment

According to Eq. (10), the relationship between the prob-
ing rate of the j-th packet train and the available band-
width can be determined. In order to get a more accurate
estimate, binary search [6] is adopted to iteratively ap-
proximate the available bandwidth.

Given a probing rate Rj of the j-th packet train and an
available bandwidth Avbw, the next probing rate and its
boundaries (Rmin and Rmax) can be determined as

Rmin = Rj, if Rj > Avbw,
Rmax = Rj, if Rj < Avbw,
Rj+1 = (Rmin + Rmax)/2,

(11)

where Rmin denotes the upper bound of Avbw and
Rmax denotes the lower bound of Avbw. Although
no guideline is available for setting the initial values of
Rmin and Rmax, we recommend that Rmin be set to the
upper bound of the available bandwidth, which is equal
to the capacity of the bottleneck link, and that Rmax be
set to the lower bound of the available bandwidth, which
is, ideally, zero.

The above probing rate adjustment procedure stops if
|Rmin−Rmax| < ω holds such that the degree of fluctu-
ation of the available bandwidth is bound to ω, which is
called the “estimation resolution.” Under the fluid traffic
model, ω can approximate zero at the expense of spend-
ing longer convergence time. When bursty cross traf-
fic model is considered, we shall describe how to deter-
mine a suitable ω in Sec. 4. When the stop condition
is satisfied, Rmax is adopted as the estimated available
bandwidth. In addition, Rmin is adopted as the next ini-
tial probing rate when the available bandwidth procedure
restarts.

So far, it can be seen that the proposed method tries to
find the available bandwidth by pouring traffic into the
network. Once the buffer of the router overflows, the
incoming data will be dropped, leading to packet loss.
Here, we assume that packet loss is caused by conges-
tion, which occurs in a wired environment. Under this
circumstance, if the receiver detects probing packet loss,
then the sender has to adjust the new probing rate using
the AIMD mechanism [4]. However, when the probing
rate is reduced to be less than Rmax, this adjustment is
not helpful for enabling the probing rate to converge to
the available bandwidth. Thus, we propose reducing the
next probing rate to Rmax+Rj

2 instead of Rj

2 .

3 Proposed Method, JitterPath, Under
Bursty Traffic Model

When bursty cross traffic is encountered, the output prob-
ing gaps, even carry useful information in measuring the
cross traffic rate, are contaminated with probing noises.
Liu et al. [10] first pointed out that the probing noise is
caused by the superposition of probing and cross traffics
if the probing rate is less than the available bandwidth.
Specifically, given that λi

Δj
in

being the average cross traf-

fic rate during the inter-arrival time of the i-th packet pair
in the bottleneck, s being the probe packet size, Di being
the queuing delay accumulated before the i-th probing
packet, and Ĩi

Δj
in

being the probing noise, the following

relationship can be established [10]:

Δi
out =

λi
Δj

in

× Δj
in

TC
+

s

TC
+ Ĩi

Δj
in

. (12)

The probing noise, Ĩi
Δj

in

, is the key leading to inaccu-

rately measure cross traffic rate for PGM-based methods
by means of exploiting the relationship between the out-
put gap and input gap.

Since PGM methods care about the case when Δi
out =

Δj
in holds to infer the available bandwidth, Eq. (12) can

be rewritten as

TC − (λi
Δj

in

+ Rj) =
Ĩi
Δj

in

× TC

Δj
in

. (13)

In Eq. (13), if probing rate Rj is equal to the avail-
able bandwidth and the cross traffic exactly fill the gap
within the packet pair PP i (the queuing region of PP i

is a JQR), then the probing noise Ĩi
Δj

in

must be zero. In

addition, if the cross traffic does not completely fill the
gap within PP i but creates a fake phenomenon that the
Δi

out = Δj
in (the queuing region of PP i is a DQR), then

probing noise exists. Under these circumstances, we de-
fine the rules of queuing region determination under the
bursty cross traffic model as

QRi is JQR, if Ĩi
Δj

in

= 0;

QRi is DQR, if 0 < Ĩi
Δj

in

≤ Δj
in.

(14)

In order to reduce the impact of probing noise on queuing
region determination, in the next subsection, we discuss
how to alleviate the probing noise by means of our queu-
ing delay propagation model.

3.1 How to Alleviate Probing Noise?

In [10], Liu et al. investigated to quantify probing noise,
Ĩi
Δj

in

, which is determined by the injected probing pack-
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ets and accumulated queuing delay as:

Ĩi
Δj

in

= max(0, Ii
Δj

in

− s

TC
− Di−1), (15)

where Ii
Δj

in

is the idle period without serving any prob-

ing packet, and 0 ≤ Ii
Δj

in

≤ Δj
in. It should be noted that

Ĩi
Δj

in

can only be estimated when probing rate is larger

than available bandwidth. In the following, we analyze
from two cases to show that the probing noise can be al-
leviated by means of our queuing region determination
strategy. It should be noted that both cases discussed be-
low consider the interference of probing noises so that
a queuing region is erroneously determined to be a JQR
but it is a DQR actually.

In the first case, we consider ΔOWDi < 0. In addi-
tion, we assume that ΔOWDi + Di−1 > 0 holds so
that the queuing region of PP i is determined to be a
JQR based on Eq. (4). Based on Eq. (5), we can ob-
tain Di < Di−1. If probing noises continue to exist,
then a sequence of decreasing queuing delay can be built.
When the decreasing queuing delay sequence converges
to zero, i.e., Dk = 0, our method will accurately deter-
mine that the packet pair PP k+1 is a DQR based on Eq.
(4) since ΔOWDk+1 +Dk < 0. Therefore, the negative
impact of probing noise will finally be stopped.

In the second case, we consider ΔOWDi > 0. Again,
we assume that ΔOWDi + Di−1 > 0 holds so that the
queuing region of PP i is determined to be a JQR. Based
on Eq. (5), we can obtain Di > Di−1. If probing noises
continue to exist, then a sequence of increasing queu-
ing delay can be built. Under this situation, we can see
from Eq. (15) that the probing noise Ĩk

Δj
in

is possibly

to be eliminated when the queuing delay Dk−1 is larger
enough to make Ik

Δj
in

< s
TC + Dk−1.

Although we have proposed a strategy to stop or elim-
inate probing noises, they may still survive if the length
of a probing packet train is not longer enough. Under
this circumstance, the output gaps contaminate probing
noises such that CTR in Eq. (10) is erroneously esti-
mated. In the following subsection, we investigate how
captured traffic ratio is affected by probing noise, and
what the relationship between probing rate and available
bandwidth is under bursty cross traffic model.

3.2 Captured Traffic Ratio under Bursty
Cross Traffic

By taking summation for both sides of Eq. (12), we can
derive

∑n
i=1 Δi

out

n × Δj
in

=

∑n
i=1 λi

Δj
in

+ n×Rj

n × TC
+

∑n
i=1 Ĩi

Δj
in

n × Δj
in

,

(16)

for all packet pairs in the jth probing packet train, where

the first term (let

∑
n

i=1
λi

Δj
in

+n×Rj

n×TC = κ hereafter) on
the right side of Eq. (16) denotes the average cross traffic

and probing rate, and the second term (let

∑n

i=1
Ĩi

Δj
in

n×Δj
in

= ε

hereafter) denotes the average probing noise. If the aver-
age cross traffic and probing rate is larger than the tight-
link capacity (TC), then the probing rate Rj is larger
than the available bandwidth Avbw, i.e.,

Rj > Avbw, if κ > 1,
Rj < Avbw, if κ ≤ 1.

(17)

According to the definition of CTR shown in Eq. (10),
it measures the ratio of total output gaps in JQRs to to-
tal input gaps. Since aggregated traffic in DQR gaps
are not estimated, κ ≥ CTR holds. In [2], Hu et al.
observed that available bandwidth observed for a long
time in the Internet is stable and probing noise, which
is caused by the fluctuation of bursty cross traffic, is
also stable. Based on these, it is reasonable to conjec-
ture that the probing noise ratio can be unchanged when
the probing rate is less than the available bandwidth. As
we known, κ is equal to CTR under fluid cross traffic
model. When cross traffic is bursty, κ− CTR should be
bounded within ε, i.e., |κ − CTR| < ε. Therefore, if
CTR < 1 − ε, then κ ≤ 1 and probing rate is judged to
be less than available bandwidth according to Eq. (17).
In addition, if CTR > 1, then κ > 1 is guaranteed and
probing rate is larger than available bandwidth. On the
other hand, if 1 − ε ≤ CTR < 1, the probing rate may
be larger than the available bandwidth actually but their
relationship may be erroneously estimated due to prob-
ing noise. Under this circumstance, the sender must use
a higher probing rate to alleviate the effect of probing
noises, as will be discussed in Sec. 4. The above discus-
sions can be summarized as

Rj > Avbw, if CTR > 1,
Rj < Avbw, if CTR < 1 − ε.

(18)

Now, we describe how to estimate the probing noise
ratio, ε. To simplify analysis, we assume the proposed
method satisfies non-intrusiveness so that the probing
packet size is close to zero and all queuing regions op-
erate in JQRs (no undetermined traffic falling into DQR
gaps exists). Therefore, CTR will be equal to κ. How-
ever, DQRs are erroneously estimated as JQRs when
probing rate is smaller than available bandwidth. As a
result, the probing noise ratio can only be determined
when CTR > 1. By substituting CTR = κ into Eq.
(16), ε can be calculated as

ε =
∑n

i=1 Δi
out

n × Δj
in

− CTR, if CTR > 1. (19)
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4 Relationship between Probing Noise Ra-
tio (ε) and Estimation Resolution (ω)

An effective way to alleviate probing noise is to pour
more probing traffic into the network. This corresponds
to probe longer packet trains, as described in Sec. 3.1.
However, it should be careful to not pour too much
amount of probing traffic to avoid unnecessary network
collapse. In this section, we shall investigate the relation-
ship between the probing noise ratio, ε, and the estima-
tion resolution (also called the minimum compensated
probing rate), ω. Since probing noise ratio, as described
in Sec. 3.2, can be detected in practice, we propose
to quantify the estimation resolution in the worse case
where the probing rate is equal to the available band-
width, which also implies that the bursty cross traffic
with the largest rate is considered, so that our method is
able to accommodate to bursty cross traffic with various
rate. Due to the measurement time is finite, the probing
noise may not be completely eliminated, as previously
described in Sec. 3.1. As a result, the proposed method
cannot correctly estimate the relationship between the
probing rate and available bandwidth point if CTR falls
within the interval [1 − ε 1). Under this circumstance,
we need to probe with extra probing rate, ω, to eliminate
probing noise.

Suppose that the average cross traffic rate is λ and
the probing rate is equal to the available bandwidth, i.e.,
Rj = TC − λ. Therefore, the ratio of the total output
gaps to total input gaps in Eq. (16) is equal to 1. In
this study, the Pareto on/off cross traffic model is con-
sidered so that the maximum and minimum cross traffic
rate can be represented as λ+τ1 and λ−τ2, respectively.
In order to simplify analysis, τ1 = τ2 = τ is assumed.
Under these circumstances, if a packet pair captures the
cross traffic with a rate of λ + τ , then the probing rate
is larger than the available bandwidth point during the
inter-arrival time of this packet pair in the bottleneck and
its queuing region operates in JQR. On the other hand,
the queuing region of a packet pair, which captures cross
traffic with a rate of λ− τ , may operate in DQR or JQR.
If this packet pair can receive the propagated queuing de-
lay of the preceding probing packets, this queuing delay
is useful for this packet pair to operate in JQR, as re-
vealed in Eqs. (14) and (15).

In the situation where the probing rate is equal to the
available bandwidth, it is reasonable to assume that the
number of packet pairs, which capture cross traffics with
two different rates, are the same and are set to m. In ad-
dition, let k (≤ m) denote the number of packet pairs that
capture cross traffic with a rate of λ − τ and receive suf-
ficient accumulated queuing delays such that their queu-
ing regions operate in JQR. Under these circumstances,
the CTR of a packet train will be the amount of the

aggregated traffic in these m + k packet pairs divided
by the maximum traffic that the bottleneck can process.
The amount of cross traffic, (λ + τ) × Δj

in, captured
by the m packet pairs and the amount of cross traffic,
(λ − τ) × Δj

in, captured by the k packets are, respec-
tively, used to substitute CT i of Eq. (8), we can get

CTR =
(m + k) × TC + (m − k) × τ

2m × TC
, (20)

ε = 1 − CTR =
(m − k) × (TC − τ )

2m × TC
. (21)

In Eq. (21), the maximum value of ε (which can result in
the maximum number of queuing regions determined to
be DQRs) is found if k = 0. Substituting k = 0 into Eq.
(21), we can derive ε as

ε =
TC − τ

2 × TC
. (22)

Since only the information carried in JQRs is helpful
in estimating available bandwidth, the information car-
ried in DQRs cannot be measured and, thus, wasted. In
order to reduce the effect of probing noise, the sender
needs to use a higher probing rate, i.e., the additional
rate ω, to compensate the undermined aggregated traffic,
which is composed of probing and cross traffic in those
m− k packet pairs operating in DQRs. This implies that
the goal is to exhaust the unused bandwidth, such that the
aggregated traffic will fill the gaps between packet pairs.
To this end, the amount of undetermined aggregated traf-
fic is first calculated as (m − k) × (Rj + λ − τ) × Δj

in.
Then, we further consider that the probing rate is equal
to the available bandwidth, i.e., Rj = TC−λ holds with
the aim that the bursty cross traffic with the largest rate
is considered. Thus, the undetermined aggregated traffic
is (m− k) × (TC − τ) × Δj

in. To satisfy the maximum
compensation, k = 0 is set to obtain the maximum un-
determined aggregated traffic m× (Rj + λ − τ) ×Δj

in.
In addition, the amount of additionally probed traffic is
2m × ω × Δj

in by using ω to replace TC. To enable
effective compensation, the following condition must be
guaranteed

2m×ω×Δj
in ≥ m×(TC−τ)×Δj

in, i.e., ω ≥ TC − τ

2
.

(23)
Given Eqs. (22) and (23), the relationship between ω and
ε can be derived as

ω ≥ TC × ε, (24)

which implies that the estimation resolution, ω, plays a
key role in the trade-offs among the estimation accuracy,
convergence speed, and intrusiveness. More specifically,
it can be found that a small value of ω can yield more
accurate estimation results at the expense of increased
probing time (i.e., intrusiveness).
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5 Simulation and Real-Network Results

In order to demonstrate the performance of our method,
several simulations using ns2 [12] were conducted based
on two different network models. Our method was
also compared with PathChirp [16] and IGI [1]∗ in
terms of the accuracy of available bandwidth estimation.
PathChirp and IGI were selected because they are, re-
spectively, typical examples of PRM- and PGM-based
mechanisms. In this study, three different types of cross
traffic, constant bit-rate (CBR) traffic, FTP traffic, and
Poisson traffic were used for performance evaluation.
CBR traffic was considered because it is the least bursty
cross traffic, which approximates fluid traffic model. The
cross traffic with a Poisson distribution was adopted to
emulate the bursty and memoryless traffic over the Inter-
net. The default parameters used in ns2 were set for cross
traffics except that the packet size for the cross traffic was
fixed at 1000 bytes.

In our simulations, the value of ω was initially set to
200Kbps, and its range could be dynamically changed
according to Eq. (24). The lower bound of ω was
adopted as the estimation resolution. The probing rate
was initially set to half of the bottleneck link’s capac-
ity, and its variation during available bandwidth mea-
surement is plotted using dash-dot curves in the figures
shown below. For IGI, we adopted a packet train com-
posed of 60 packet pairs and each packet size was 700
bytes, as suggested in [1] so that the best results could be
obtained. For pathchirp, we adopted a packet train with
a packet size of 700 bytes. With our method, the setting
is the same as IGI for fair comparisons.

In addition to the extensive simulations, one real-
network measurement is also performed to further con-
firm the achievable performance of our method.

5.1 Single-Hop Network Environment

The first network topology shown in Fig. 1 specifies a
single-hop model, where Ps and Pr denote, respectively,
the sender and receiver in the end-to-end probing path,
and Cs and Cr denote, respectively, the sender and re-
ceiver in the cross traffic transmission path. Three dif-
ferent kinds of cross traffic were, respectively, used for
evaluation of available bandwidth estimation. In the first
scenario, the cross traffic contains the CBR traffic only,
which implies that the cross traffic rate is stable. In the
second scenario, the cross traffic is composed of FTP

∗In order to estimate available bandwidth in a multi-hop environ-
ment, the authors of [1] also proposed a PRM-based method, PTR.
PTR uses a threshold-based strategy to detect the state where the prob-
ing rate is equal to the available bandwidth. However, the accuracy is
closely related to the threshold. As shown in Eq. (13), we note that this
threshold tends to be affected under bursty cross traffic model. There-
fore, PTR is prone to underestimate the available bandwidth.

traffic only. In this case, we added the first FTP flow at
the beginning of network transmission and added a new
FTP flow from Cs to Cr per 25 seconds. For the third sce-
nario, the cross traffic is a Poisson distribution with a rate
of 8Mps, the bursty period is 5ms, and the idle period is
10ms.

Figure 1: A single-hop model, where the bottleneck link is the
same as the tight-link, and bottleneck bandwidth is set to 10Mbps.
The dash line denotes the path of cross traffic.

The numerical results of available bandwidth estima-
tion obtained using our method, IGI, and PathChirp, with
respect to the three scenarios are depicted in Table. 1 for
comparisons. We can observe from this table that our
method almost achieves the measurement with the mini-
mum errors. When the cross traffic is FTP or Poisson, the
bursty behavior makes IGI and PathChirp erroneously
estimate the relationship between probing rate and avail-
able bandwidth. However, since our method can prop-
erly alleviate the probing noise caused by bursty cross
traffic, available bandwidth can be more accurately esti-
mated. On the other hand, when the cross traffic is com-
posed of CBR traffic only, the cross traffic approximates
the fluid model, which fits the assumption of IGI, so that
IGI can obtain the most accurate estimation. As for our
method, due to the load of cross traffic is less than the
default resolution (200Kbps), the probing noise cannot
be completely stopped or eliminated after a short period
of active probing such that larger estimation errors, when
compared to IGI, are yielded.

Table 1: Numerical Comparisons among JitterPath, IGI, and
PathChirp in terms of mean-square error (MSE) calculated be-
tween the true and estimated available bandwidth. MSE is shown
in Mbps.

Methods JitterPath IGI PathChirp

CBR 0.557244 0.111522 1.395860
FTP 0.566302 1.044908 0.949150

Poisson 0.963399 1.833687 1.398199
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5.2 Multi-hop Network Environment

In this section, two different multi-hop models were used
to evaluate and compare our method, IGI, and PathChirp.

5.2.1 One-Hop Persistent

Fig. 2 shows a one-hop persistent model whose bottle-
neck can be shifted among all the links. In the network
setting, the bandwidth of the first link (R1-R2) was set to
15 Mbps, the bandwidth of the second link (R2-R3) was
set to 10 Mbps, and the bandwidth of the third link (R3-
R4) was set to 15 Mbps. It should be noted that the avail-
able bandwidth of this end-to-end path is the minimum
un-used bandwidth among the three links. The bottle-
neck was initially located at the bottleneck link (R2-R3)
and could be shifted to other links if the cross traffic rate
in each link was changed. The initial cross traffic rate in
each link was 3 Mbps.

Figure 2: One hop persistent of multi-hop network model. The
bottleneck link may not be the tight-link.

In this simulation, two bottleneck shifting scenarios
were studied to verify the performance. First, the bot-
tleneck was shifted to the link in front of the bottleneck
link. This scenario could be achieved by increasing the
cross traffic rate of link R1-R2 until link R1-R2 finally
became the bottleneck. In the second case, the bottle-
neck was shifted from link R1-R2 to link R3-R4. This
could be achieved by increasing the cross traffic rate of
link R3-R4 until the bottleneck was finally transferred to
R3-R4. In addition, it should be noted that the bottle-
neck was shifted from the second link to the first link at
the 200th second, and was shifted from the first link to
the third link at the 350th second.

When the cross traffic was composed of CBR flows
only, our method was able to approximate the actual av-
erage available bandwidth with slight under-estimations,
which are caused by the post narrow effect in that the
packet pairs are queued again after the bottleneck. In
fact, this phenomenon appears in the multi-hop environ-
ment. PathChirp yielded rather inaccurate estimations
no matter whether the cross traffic rate was high or low.
Meanwhile, we find that IGI only estimated the avail-
able bandwidth correctly when the bottleneck was ex-

actly located at the bottleneck link. In summary, the ma-
jor weakness of both PathChirp and IGI revealed in this
simulation is that they tend to erroneously detect OWD
increasing trend or obtain an erroneous queuing region.

When the cross traffic was composed of both CBR and
FTP traffic, the bursty behavior of TCP flows could be
simulated by first adding a FTP flow at the beginning
of network transmission and adding a second FTP flow
at the 200th second. It can be found that both IGI and
PathChirp yielded inaccurate and oscillatory estimations.
Compared with PathChirp and IGI, our method can ob-
tain more stable estimations that are closer to the actual
available bandwidth.

When the cross traffic was composed of both CBR
and Poisson traffic, the Poisson traffic rate is 3Mbps,
the bursty period is 5ms, and the idle period is 10ms.
The bursty behavior of Poisson traffic could be simu-
lated by adding three Poisson flows, which follow the
same path as CBR flows. We use CBR flows to control
the shift of tight-link. It can be found that both IGI and
PathChirp yielded inaccurate and oscillatory estimations.
Compared with PathChirp and IGI, our method can still
obtain more stable estimations.

The numerical results are depicted in Table. 2 to sum-
marize the above comparisons. We can observe from this
table that our method consistently achieves the measure-
ment with the minimum errors.

Table 2: Comparisons among JitterPath, IGI, and PathChirp in
one-hop persistent environment in terms of MSE, which is mea-
sured in Mbps.

Methods JitterPath IGI PathChirp

CBR 0.400793 1.158282 1.963439
CBR+FTP 0.646361 1.188017 1.613793

CBR+Poisson 0.607671 1.017480 1.259463

5.2.2 Path Persistent

Fig. 3 shows the path persistent model whose network
setting is the same as Fig. 2 except that the bottleneck
still locates in the bottleneck link during measurement.
Again, the two scenarios and the three set of cross traffic
used in the one-hop persistent environment were adopted
for performance evaluation.

Again, we can observe from the results of available
bandwidth estimation obtained from three different sets
of cross traffic that similar conclusions can be drawn to
be the same as in the one-hop persistent model. That
is, both IGI and PathChirp basically yielded inaccurate
and oscillatory estimations while JitterPath can still ob-
tain more stable estimations. The numerical results are
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Figure 3: Path persistent of multi-hop network model. Bottle-
neck locates in the bottleneck link during the measurement.

depicted in Table. 3. Compared with the results ob-
tained in the one-hop persistent model, it can be observed
that smaller MSEs can be obtained in the path persistent
model. This is because the bottleneck remains staying
in the bottleneck link, which is similar to the single-hop
environment.

Table 3: Comparisons among JitterPath, IGI, and PathChirp in
path persistent model in terms of MSE.

Methods JitterPath IGI PathChirp

CBR 0.259212 0.792976 0.538153
CBR+FTP 0.495831 0.999678 0.596466

CBR+Poisson 0.379730 0.636806 0.792812

5.3 Measurement Accuracy vs. Packet
Train’s Length

We examined the relationship between the estimation ac-
curacy of our method and the length of probing packet
train. The single-hop model shown in Fig. 1 was used in
this simulation. The obtained numerical results are de-
picted in Table. 4. It can be seen that probing longer
packet trains are able to achieve estimations with smaller
MSEs no matter what kind of cross traffic is encountered.
Moreover, this is consistent with our claim described in
Sec. 3.1 that the probing noise can be more efficiently
alleviated when a longer packet train is probed.

Table 4: Measurement accuracy of JitterPath vs. packet train’s
length in a single-hop environment in terms of MSE.

Train’s length 60 100 150 200

CBR 0.5572 0.2868 0.2956 0.2461
FTP 0.5663 0.4615 0.2360 0.2048

Poisson 0.9634 0.7934 0.7276 0.6323

5.4 Real-Network Environment

Real-network measurement is also conducted to evaluate
JitterPath and IGI†. It is known that the most accurate
metric can be acquired by MRTG [14] report, however,
MRTG need to access all links along the path and the
knowledge of capacity of all links. As a result of these
difficulties, we choose relative measurement error, which
is also employed in [1], to measure the accuracy of these
two approaches. The relative measurement error is de-
fined as

|Avbwe − throughputTCP |
BC

, (25)

where Avbwe is the estimated available bandwidth, BC
is the bottleneck link capacity, and throughputTCP is
the bulk data transmission rate, which is measure by Iperf
[19]. The two probing ends in the real-network environ-
ment are located at Academia Sinica and National Cen-
tral University (Taiwan, ROC). The last mile (fast Ether-
net) is the bottleneck link and its capacity is 100Mbps.
Due to environmental constraint, we collected measure-
ments from only one Internet path. However, these mea-
surements were collected for at least 4 hours. The param-
eters setting for these three approaches here is the same
as in simulations. The probing packet is of size 700 byte
and the probing train is of length 60 packet pairs. Both
available bandwidth and bulk TCP throughput are esti-
mated for each time unit of 10 minutes.

The experiment result is shown in Fig. 4, which
was produced by averaging the results obtained from pm
4:00 pm 8:00 in a week. We can observe from Fig. 4

Figure 4: Comparison of real-network measurement between Jit-
terPath and IGI.

that the relative measurement errors obtained from our

†Since IGI and pathchirp obtained comparable results in our simula-
tions, we only selected IGI for comparison in real-network experiment.
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method (JitterPath) is mostly less than those obtained
from IGI and the differences are significant. As a whole,
the real-network result is consistent with the simulation
results described previously.

6 Conclusion

Traditional transport protocols are unable to provide sta-
ble transmission due to ignorance of the available band-
width. Meanwhile, end-to-end available bandwidth es-
timation has been found to be helpful for congestion
control of multimedia transmission. In this paper, we
have proposed a reliable available bandwidth estimation
scheme, JitterPath, which is based on the one-way delay
jitter and queuing region propagation. The key to accu-
rate bandwidth estimation is to exploit the relationships
between accumulated queuing delays and one-way delay
jitter so that the attribute of the queuing region in each
packet pair can be determined. Then, the captured traf-
fic ratio, which is defined as the ratio of the total number
of output gaps accumulated in JQRs to the total number
of input gaps, can be used to specify the relationship be-
tween the probing rate and available bandwidth. A bi-
nary search-based probing rate adjustment mechanism
has been proposed to approximate the available band-
width with an error that is within the estimation reso-
lution, which has been proved to be closely related to the
probing noise ratio. Our method has been, respectively,
presented for both the fluid and bursty traffic models.

In this study, we have investigated to find that probing
noises can be finally stopped or eliminated after a suf-
ficient number of packets have been probed. In order to
quickly reduce the impact of probing noises, it is intuitive
that the size of the input gap should be small. However,
the size of the probing packets has also to be small in or-
der to maintain the probing rate unchanged. Under these
circumstances, a shorter packet train should be used for
fast estimation at the expense of providing a short-term
but unreliable measurement. To get a long-term and re-
liable measurement, a longer probing train is required.
This tradeoff deserves further researches.
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