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1 Introduction In the watermark-based image authentication ap-

The invention of the Internet provides a brilliant way of Eroa%hes, honf thgl_othfer L\%r&d, detectiogﬂ%fl t?(mpgring is
transmitting digital media. When digital media contain im- azeH on t i ra%g| ity of a hi En weéterm hrd N Kundur K

portant information, their credibility must be ensured. As a anl atzina %S dqgantlzgtlfr][.— ase TEtt % :a Wallt?rmarff.

consequence, a reliable media authentication system is jn-yalué IS encoded by modulaling a selected wavelet coetli-
dispensable when digital media are transmitted over a net-Clent into a quantlged |nte'rval.. Basically, the qua}ntlty they

work. In order to save bandwidth and storage space, digital used for modulgtlon, which is r'nonoyonlcally mcreasgd

media are usually transmitted or stored in a compressed]crom h'gh resolution to low resolutlon, violates the' capacity

format. In addition, media such as images may be pro- CONSUaINt of the human visual systémThey defined a

cessed by blurring or sharbening for SOECIfic DUIDOSES Un_tamper assessment functiobAF), which is the ratio of the
y 9 P 9 P purp ' number of tampered coefficients to the total number of co-

der these circumstances, an image authenticati(_)n SySteMysicients in a specific subband, in order to measure the
shou_lt_j bg able to tolerate some commonly used 'nc'der.]taldegree of tampering. They also point out if the TAF values
modifications, such as JPEG compression, sharpening,yecrease monotonically from high resolution to low resolu-
gnd/or blurnng'. In. this paper, we focus our discussion on tion, then it is very likely that the manipulation is JPEG

image authentication. compression. However, they did not address the situation in

In the literature, image authentication methods can be \yhich an instance of malicious tampering and an incidental
roughly classified as being either digital-signature-based or manipulation are imposed simultaneously.

watermark-based. The digital-signature approatioes In Ref. 2, Dittmann et al. mentioned that incidental dis-
not modify the content of an image. Instead, it extracts tortions, such as JPEG compression, blurring, or sharpen-
either global features or relational features from media for jng, should not be treated as malicious tampering. They
authentication purposes. For example, Bhattacharjee andalso mentioned that if a watermarked image is tampered
Kutter used the positions of a set of feature points as a with maliciously, then the portions where the watermark
digital signature. By examining the existence of feature errors emerge should be the manipulated areas. Their argu-
points, images can be authenticated. Lin and Chaog- ment is only partially true, because incidental operations
puted the invariant relations between the coefficients of two that are not malicious also cause watermark errors. Under
randomly selected DCT blocks and then used them as athese circumstances, one cannot judge whether a modifica-
digital signature. Their method is able to resist JPEG com- tion is malicious or not simply by looking at watermark
pression with compression ratid€R9 up to 20: 1. The errors. The objective of this paper is to increase the cred-
major limitation of a digital-signature-based method is that ibility of the embedded watermark by maximizing and

it can only be used for the purpose of verification, not copy- minimizing, respectively, the probabilities of watermark er-
right protection. rors caused by malicious tampering and incidental distor-
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tion. Under these circumstances, an instance of maliciousmark extraction. Among the existing blind watermarking
tampering can be easily distinguished from an incidental schemes, the quantization-based watermarking approach is
modification. In general, the probability of watermark error the simplest one that achieves the goal. This is because in a
caused by an incidental distortion can be reduced by eitherquantization-based approach, a watermark is encoded and
enlarging the quantization interval or reducing the quantity decoded by the same quantization operation. In the follow-
of modifications on coefficients. However, it is well known ing, we first introduce the conventional quantization-based
that the maximum quantization interval should be bounded approach and point out its disadvantages. Then, a mean-
by the human visual systémso that visual quality can be  quantization-based approach is proposed to eliminate these
maintained. As a consequence, the only methodology thatdisadvantages. Finally, we propose a systematic way to de-
we can adopt here is to increase the robustness by decreadermine an optimal number of coefficients for mean quan-
ing the variance of coefficients. Owing to the fact that the tization.

variance of a subblock mean is smaller than that of an

individual sample, we know that a watermark value en- 2.1 Disadvantages of the Conventional

coded by quantizing the mean of a set of coefficients is Quantization-Based Scheme

more robust than one encoded by quantizing a single coef-The guantization-based fragile-watermarking approaith
ficient. , _vides a real-number axis in the wavelet domain into inter-

~ Under a reasonable assumption that the number of modi-yais with equal size at each scale and assigns watermark
fications caused by an incidental distortion is smaller than symbols to each interval periodically. Assuming thas a

that caused by a malicious distortion, the modifications yayelet coefficient, and thagis the size of a quantization
caused by an incidental distortion or an instance of mali- interval, the watermark symbol, which is either 0 or 1, is

cious tampering can be, respectively, modeled as a Gaussgetermined by a quantization functi® where
ian distribution with smaller or larger variance. In a good

image authentication system, it is expected that the embed- 0 iftgsx<(t+1)q fort=0+2+4, ...,
ded watermark should be robust enough to tolerate inciden—Q(x,q):[ _
tal distortion and fragile enough to detect malicious tam- 1 iftg=x<(t+1)q fort=*1+3,+5,....
pering. However, it is also well known that robustness and @
fragility are two factors that compete against each other. .
Thgre%é)re, we need to seek a tra%e-off %etween them that-€t W denote the target watermark value that is to be en-
can lead to the best outcome. In order to achieve that goaI,COded for a wavelet coefficient The_ (_enc_odln_g rule is as
a mechanism that can be used to encode a watermark sd°lows: If Q(x,q)=w, then no modification is necessary
that the probabilities of watermark errors caused by mali- for X; otherwise x is updated toc* by
cious tampering and incidental distortion are, respectively,
maximized and minimized is indispensable.

In this paper, we propose a mean-quantization-based
fragile-watermarking approach that can be used to judge

the credibility of a suspect image. The approach embeds aKundur and Hatzinakos'’s appro&ahsess 2' as the size of
watermark by taking the mean value of a set of wavelet 5 guantization interval, wheré is a prespecified positive
coefficients. Through theoretical analysis of the probabili- integer,=1, ... L, andL is the number of scales used in

ties dOf v;/altz_rn:artl_( err?hrs ct;autsed bi’) mal;uouif_tqmp;erlng gng the wavelet transform. In their approach, the size of a quan-
Incidental distortion, theé best number of COElNICIENtS NEEUEA v, atinn jnterval increases monotonically from high fre-

to embed a watermark at each scale can be computed s L : o
that the trade-off between robustness and fragility can be%al:gg %éo éﬁggg‘iﬁg}gg' (I)—:(otvr\]/gv&rj,nt]f;ﬁ lf/'igiglf gsgst;gtr:]wo

optimized. Since the probability of watermark errors caused our design, we take the limitations of the human visual
by incidental distortion at each scale is different, the detec- system int(;) consideration. On the other hand, since any
t'g? _respolnsl,)esl att.all ﬁcale? tihouldl_b_e mltegrt?teg 30 as WQnqdification applied to an image will change its wavelet
‘cl)'h ain a global estima |ondo ne ma ||C|outsy % ac eh Jz[ahrea. coefficients, it is reasonable to expect that their correspond-
€n, we can use some decision rules 1o juage whether aing watermark symbols will be changed, too. By comparing

suspect image has been tampered with or not. the extracted watermark values with the original hidden
The remainder of this paper is organized as follows. The ones, the maliciously attacked area can be located. Al-

mean-quantization-based fragile-watermarking approach isy, - o . :
: ; . X : . gh the fragility of the watermark proposed in Ref. 5 is
described in Sec. 2. An information-fusion technique that _o\ -5 o ao malicious tampering, that watermark is not

can be used to integrate the detection results at multiple ) .+ on6ugh to tolerate incidental distortions. Therefore,
scales is addressed in Sec. 3. Experimental results and coNga seriously address this problem as well

clusions are given in Sec. 4 and Sec. 5, respectively.

. |x*a if x<0,
X"t =

2

x—q if x>0.

2.2 The Proposed Scheme

2 Mean Quantization: A N_ew_Mechanlsm to Watson et al! investigated the sensitivity of the human
Achieve Better Authentication eye and then proposed a wavelet-based human visual sys-
In this section, we describe the proposed mean-tem(HVS). According to the HVS, the wavelet coefficients
guantization-based fragile-watermarking approach. In order can be modified without causing visual artifacts. In order
to protect the original source, our watermark extraction for a watermarked image to satisfy the transparency re-
process is designed in a blind-detection manner. Blind de- quirement, the quantization interval will be defined as the
tection means the original source is not required for water- maximally allowable modification quantity based on the
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HVS of Ref. 11. Our basic concept is that if the modifica-
tion quantity of a wavelet coefficient does not exceed its
corresponding masking threshold, then this modification
will not raise visual awareness. Otherwise, we can say the
modification is a malicious one.

Statistically, the mean value of a set of samples has vari-
ance smaller than that of a single sample. We expect that if
the watermark is embedded by modulating the mean value
rather than a single coefficient, the probability of water-
mark errors will be smaller. This is because the mean value
is more difficult to move beyond the quantization interval
where it is originally located. For a specific subband, let the
size of a quantization interval be denotedgaand let a set
of n wavelet coefficients be denoted &s, i=1, ... n.

The mean value of thg,’'s can be computed as follows:

()

S|

n
> X
i=1

Incidental Modification

Malicious Tampering

\

Amount of
Tampering

*—
(2t+2)q

Wavelet

(2r-1)q Coefficient

(2t)q (2t+1)q

‘Watermark
Symbol

Fig. 1 The statistical distributions of incidental modification and ma-
licious tampering on wavelet coefficients (top), and an illustration of

For the purpose of robustness, a watermark value should bejuantization-based watermarking (bottom).

encoded by moving its meax to the middle of a corre-

sponding quantization interval such that the modulated
cannot be easily moved away from the current interval. The
mean-quantization-based fragile-watermarking approach
operates as follows. Lat be the target watermark symbol

to be encoded, and letbe the guantization noise defined as
X
al @

r=x—

(4)

where] - | is thefloor operator. To encode, the amount of
updateu added to the mean coefficiexntan be determined

as follows:

—r+0.5q if Q(x,q)=w,

—r+15q if Q(x,q)#w andr>0.5,
—r—0.5q if Q(x,q)#w andr<0.5.

5

As a consequence, the new mean coefficient becothes
=x+u. In Eq.(5), 0.59 and 1.5 are used to shift a mean
coefficientx to the middle of a quantization interval such

thatx* is relatively difficult to move away from the current
interval. However, updating the mean coefficient implies
that all the constituent coefficients need to be updated ac-
cordingly by

XF=x;+u (1

=|

=

=

(6)

n,

wherex;" is an updated wavelet coefficient.
Let a modified wavelet coefficient be modeled as
X=x*+A,

(7)

wherex* is the wavelet coefficient defined in E@) andA

the case of incidental modificatio, can be modeled as a
Gaussian distribution with a smaller variance, that is,

®

where g, denotes the variance of the modification quanti-
ties due to an incidental distortion. On the other hand, for
an instance of malicious tamperingy,, can be modeled as

a Gaussian distribution with a larger variance, that is,

©)

where o), denotes the variance of modification quantities
caused by malicious tampering. Usually, it is assumed that
the variance of modification quantities caused by an inci-
dental distortion is smaller than that caused by an instance
of malicious tampering, i.eq; <o . Lin and Chan§have
provided some reference values fgr and o, in the spa-

tial domain.

Figure 1 illustrates the statistical distributions of updates
of wavelet coefficients corresponding to incidental and ma-
licious modifications. In Fig. 1, each quantization interval
has a corresponding binary watermark symbol, 0 or 1. The
watermark symbol associated with the coefficreohanges
when the amount of tampering,, is greater than0.5q|.
Based on the above design, a wavelet coefficient is put at
the middle of a quantization interval in order to reduce the
probability of watermark errors caused by tampering. Since
the same watermark symbol appears periodically, the wa-
termark symbol may not be changed even Ao |0.5q]|.

For example, ifA=2.0q, the tampered coefficient will

fall into the interval[ (2t+2)q, (2t +3)q] with the water-
mark symbol 0, which is the same as the original water-
mark symbol carried by. This is the common drawback of

a quantization-based watermarking approach. However,
since the variance of modification quantities caused by an
instance of malicious tampering is larger than that caused

A~N(0,09),

Ay~N(0,03),

represents the amount of update caused by tampering. Inby incidental distortion, we can expect that an incidentally

1398 Optical Engineering, Vol. 40 No. 7, July 2001



Yu, Lu, and Liao: Mean-quantization-based . . .

distorted coefficient has greater probability of falling into tampering is larger than that caused by incidental distor-
the interval[ —0.5q,0.5q]. Thus, we have the hypothesis tion. Since the operation of mean quantization will make
that the probability of watermark errors caused by an inci- the variance of all distributions smaller, in this section we
dental distortion is smaller than that caused by an instancedevise a systematic way to determine an optimal number of
of malicious tampering. In addition, we conduct an analysis coefficients that should be adopted in the mean quantization
in the next paragraph to prove that our scheme can alleviateprocess.
the well-known drawback of the conventional quantization-  Given a distribution of tamperinl(0,0%), and a quan-
based approach. tization interval sizey, the probability of watermark errors

In order to ensure that an authentication system is computed using a quantization-based approach is
incidental-distortion-tolerant, the credibility of a fragile wa-

termark should be increased so that an incidental modifica- w - 2

) . ) L (2j+3/2q 1 1/ x

tion will not be misunderstood as a malicious one. Because g = 22 ———exp— = —| dx (13
the sum of more than two random variables with Gaussian j=0 J@j+12q 270 2\o

distribution is still a Gaussian distribution but with smaller

variance, we have r

=2§ lim >,

1

o]

_ =0 ;.o k=0 270 T
A~N(O%02) (10) o V2 ,
p( 1[[2]+ 5+ (k+3)ir]q )
when A~N(0,0%). Thus, when mean quantization is ap- e 2 o ' (14
plied, the distribution of modification quantities caused by
malicious or incidental distortions will become Since Eq.(13) is not in a discrete format, we use the form
shown in Eq.(14) instead to compute the probability of
e N( 0 E Uz) (11) watermark errors with respect toa.nd.q, becauser andq
! n! are two important factors that will influence the results.

Figure 2 shows the relations between the varianceof
and tampering, the sizey of a quantization interval, and the
probability E of watermark errors. Th¥ axis andY axis in
Fig. 2 representr/q andE, respectively. However, owing
to the fact that the maximurg is bounded by the charac-
teristics of the human visual systérthe probability of
respectively. Equation€l1) and (12) indicate that the pro- ~ watermark errors cannot be arbitrarily reduced. On the
posed mean-quantization-based approach can reduce thether hand, for a fixed, a largero value will lead to a
variance of modification quantities caused by incidental larger E value. If the variancer can be reduced, then the
and malicious distortions, respectively. From Edsl) and probability of watermark errors caused by a malicious dis-
(12), it is obvious that when the number of coefficients,  tortion or an incidental distortion will be reduced.
used to encode a watermark value is increased, the prob- In Eq. (14), we know that the probability of watermark
ability of watermark errors will be decreased. In order to errors is a function of)-/q_ Therefore, we can represent the
increase the credibility of a fragile watermark for image propability by means of(t), wheret=o/q. In general, the
authentication, the watermark errors caused by an instancgange oft can be divided into three zones. In thebust
of malicious tampering should be maximized, and those ;,nethe value off (t) is very close to 0. In théragile zone
caused by an incidental distortion should be minimized. the value off () is close to 0.5. There is a transition zone

Under these circumstances, if the valuenois too small . . . .
' . ; ’ in between, which we call theemifragile zoneThe value
then the embedded watermark will be too fragile to tolerate of £(t) changes from 0 to 0.5 within that zone. Therefore,

incidental manipulation. On the other handhifs too large, . . ;
the embedded watermark will be too robust to detect mali- Fhere are two cr|t|_cal points that need to be determined. One
cious tampering. Therefore, the numivensed to encode a 'S the point at which the value d{t) changes from zero to

robustness and fragility. We conduct an analysis with re- at0.5. We call these pointg andt,, respectively. Further-
gard to this trade-off in Sec. 2.3. more, since the semifragile zone is an ambiguous zone, we
would like to make it as small as possible. For this purpose,
the values oft; andt, can be determined by solving the
following constraint optimization problem:

_ 1 B
AM~N(0,HUM), (12

2.3 Choosing an Optimal n for Mean Quantization

In this subsection, we provide a formal proof to show that

the proposed mean-quantization-based fragile watermark- t,

ing scheme is superior to the conventional quantization- g(t,,t,)=a-|f(t;)|+B-|f(t,)—0.5+y- =, (15
based approachin Ref. 5, Kundur and Hatzinakos as- t

sumed that the distributions of modification quantities

caused by an instance of malicious tampering and an inci-whereg(-) is a cost function to be minimized. The first
dental distortion are both Gaussian. They also mentionedterm and the second term on the right-hand side of(Es).

that the major difference between the two distributions is are the constraints that force the values @) and f(t,)

that the variance of the distribution caused by malicious to be as close as possible to 0 and 0.5, respectively. As to
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Fig. 2 The relation between the variance of tampering o, the quantization interval’s size g, and the
probability of watermark errors.

thet,/t; term, it is used to keep the size of the transition where of =(1/\Jn)o;, and of,=(1/\Vn)oy=(c/\n)o,.
zone as small as possible. On the other hand, the paramiet the size of a quantization intervai, be determined
etersa, B, andvy are designed to control the valuestof according to the human visual systéhiThis means tha
andt,, which will determine the ranges of the three zones is fixed with respect to the human visual system. The ques-
shown in Fig. 2. In factt; andt, together can determine tion is how to determine the bestsuch that the probability
the number of coefficientsnj needed to embed a water- Of watermark errors caused by an instance of malicious
mark. Therefore, the selection af 8, andy will certainly tampering will be maximized and that caused by an inci-
influence the selection of. However, since the bestcan ~ dental distortion will be minimized. If the relationy;/q

be chosen by optimizing an objective function, obtaining =t, holds, then the probability of watermark errors caused
different optimaln is possible if different sets af, 8, and by a malicious tampering will definitely be maximized.
y are chosen. In this paper, the valuesxadind should be ~ Therefore, we have

set the same because their importance is equal. On the other

hand, the relatiomr= 8> y should hold, so that the bound- *

. L X am Co Co
aries of the three zones will be clear-cuts. One thing to be —=>t, = —=>t, = — = . (16)
noted is that when that relation holds, different setsvpf a \/ﬁq tq
B, andy will not influence the value ofi. In our experi-
ments, we set the values of the leading coefficientss, Similarly, if the relations¥ /q <t, holds, then the probabil-

and y at 1000, 1000, and 1, respectively. Based on the jty of watermark errors caused by an incidental distortion
above settingt; andt, can be determined. They are 0.15 will be minimized. That is,
and 1.15, respectively.

Let the distribution of an instance of malicious tamper-
ing and an incidental distortion be denoted\(®,0?) and ‘T_Ist N ist N ﬂg\/ﬁ (17)
N(0,0%), respectively. From Lin and Chand'previous g ' Jng 't '
experience, we know that,, is larger thano,, and they
have a relatiorory, = co with c>1. Letn denote the num- Combining Eqs(16) and(17), we obtain
ber of coefficients used in calculating a mean coefficient
[Eq. (3)]; the new distributions of modification quantities
caused by a malicious tampering and an incidental distor—ﬂ<\/—< Coy 19)
tion becomeN(0,(o7)?) and N(0,(o},)?), respectively, t,q ' t,q°
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It is obvious that the minimum that satisfies Eq18) is errors caused by an instance of malicious tampering and an
ann, that makesr, /t;q = yn;. Therefore, we have incidental distortion should be maximized. That §f,)
o2 —f(t,) should be maximized. The physical meaning of
| L ~ ~ .
n,= (ﬁ (19 maximizing f(t,) — f(t;) is to make the watermark errors
1

caused by an instance of malicious tampering as large as
possible and those caused by an incidental distortion as
small as possible. Using the optimization scheme, one can
decide on an optimal value of such thatf(t,)— f(t,) is
maximized. The simplest way to calculate the ideds to
compute the values of(coy/\nq)—f(o,/\/ng) using

This nq will lead to the minimum probability of watermark
errors caused by an incidental distortion. On the other hand,
the maximumn that will satisfy Eq.(18) is an n, that
makes\n,=ca, /t,q. Thus, we have

co\2 various integers1ie[ny,n,]. The integer that leads to the
n,= (t_') ) (20) largest outcome is the ideal Figure 3 shows a 2-D plot of
4 the maximization functionf(t,) — f(t,), as a function ot
andn.

This n, will lead to the maximum probability of watermark
errors caused by an instance of malicious tampering. In
order to find the best that will bypass an incidental dis- 3 Tampered-Area Estimation Using Information

tortion while detecting an instance of malicious tampering, Fusion
we should select an that is bounded by, andny, i.e.,  For image authentication, the wavelet-based fragile-
nelng,na]. watermarking method proposed in Ref. 5 only shows the

In what follows, we shall conduct a theoretical analysis tampering detection results at multiple scales. In this sec-
to determine an ideal. From Eq.(14), we know that the  tion, we present an information fusion technique that can be
probability of watermark errors is a function efq. Since used to integrate the results obtained at multiple scales. In
q is a constant when a specific human visual mbidisi addition, the proposed technique has the merit of suppress-
adoptedyt is proportional too. Let the probabilities of wa-  ing sparse watermark errors spread out over the subimages
termark errors caused by an incidental distortion and a ma-at multiple scales.

e ; : * ; The analysis conducted in Sec. 2.3 provides a procedure
licious tampering b (t,) and f(t;), respectively, where to compute the optimah of every subband at different
scales. Due to the length of a quantization interval, the
variance of distribution of an instance of malicious tamper-

t,=0,/q andt,= o, /q. Becausery=co,, we have

szU_M: ﬂzcc[l_ 21) ing and that of an incidental distortion are different in dif-
q q ferent subbands; the optimals of the LH, HL, and HH
subbands may be different. Let the size of an imag&be
When a mean-quantization operation coverimgcoeffi- X N, whereN is a power of 2. We embed the watermark by

cients is appliedg; and oy will be updated tor; /\n and  changing the coefficients of one of the LH, HL, and HH
om /N, respectively. In order to obtain the best mean- subbands. Since the optimal at each subband may be
guantization result, the difference between the watermark different, we arrange the ordering of a sequence so that the
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embedded watermark is secure, robust, and localized. In
what follows, we first discuss the operation at a scale with-
out specifying the scale until we need to integrate the re-
sults. Let the optimanh of the LH, HL, and HH subbands at
scalel be denoted as y, ny , andnyy, respectively. In
addition, we rename and reordefy, Ny, and nyy as
n;<n,<ns. At scalel, the size of every subband becomes
LXL, whereL= N/2'. On the other hand, we map every
coefficientx(i,j) at position {,j) into a 1-D valuey(p)
using the following formula:

pzu—vJ-wLnLhWnLo, (22

wherew=[/n,],

|

ando=i—|i/w|. From the above transformation, we estab-
lish a one-to-one relation between the 2-D representation
x(i,j) and the 1-D representatiyip). Before we embed a
watermark in a specific subband, a sequescis first gen-
erated by a private key, wherg e {LH,HL,HH}. The
value ofs, will indicate in which subband thk’th water-
mark value should embed. We denote the number of coef-
ficients used to embed tHeth watermark asg . The co-
efficients,Cy={y(p*).y(p* +1), ... y(p* +ns — 1)}, in

the subband, are allocated for embedding thé&h water-
mark, whergp* = EF;fnsi. Finally, thek’'th watermark will

be embedded in the set of coefficie@g using the mean-
quantization embedding rule described in E).

In what follows we compute the probability of water-
mark errors caused, respectively, by malicious tampering
and incidental distortion. Based on the analysis of these
probabilities, we are able to judge what regions have been
maliciously tampered with. A set of coefficient§,, is
defined as aeighborof C; if any coefficient inC; is four-
connected taC; . We denote the set of neighbors ©f as

if |[i/w] is even,
if [i/w] is odd,

j
L—]j

h

S={C; | C; is aneighbor ofC,}.

Let T, denote the status of a malicious tampering corre-
sponding to the coefficier®,, i.e.,

1 if C, has watermark error,
Tk: .
0 otherwise.

Let the theoretical probability of watermark errors caused
by an instance of malicious tampering in subbarak de-
noted asPY , and that caused by an incidental distortion be
denoted a®., wherese {LH,HL,HH}. The value ofPY

- P'S can be maximized by choosing the optimdby using

the method described in Sec. 2.3. Under these circum-
stances, the estimated probability ti@t has been mali-
ciously tampered with is
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E =k 23
M (23
where
M) = I1 [T Py, + (1= T ) (1= Py )]
{k*|Cjex e (ScU{CIN}
(24)

indicates the probability that the watermark error detected
in S,U{C,} is caused by an instance of malicious tamper-
ing, and

I

[T Py, + (1= T )(1=Pg )] (25
{k* |Cyx e (SU{C})

e

indicates the probability that the detected watermark error
is caused by an incidental distortioB, here indicates the
probability that the coefficients irC, have been mali-
ciously tampered with. The set of coefficientsR is

Ce=1y(P1).y(P2), - - - ¥(Pn )}

={X(i1, ) X(i,12), - - Xlin, 1)}

The relation betweep, and (,,j,) has been given in Eq.
(22). In order to specify it at the scale level, we LE,bto
represent, at scale the probability that the coefficients in
Cy are maliciously tampered with. Under these circum-
stances, for a specific position®(j°) at scalel, the prob-
ability of its being tampered with can be computed by

|
Ei°,j°

=g

x (26)

wherex(|i%2'],| j%2']) e C,». The probability of water-
mark errors caused by an instance of malicious tampering
can thus be computed by integrating the information de-
tected at each scale using the following rule;

Scale

Eio jo= IH:L E:o'J-o, (27)

where Scale represents the number of scales used in the
wavelet transform. In order to detect the complete tampered
area, we extract the areas where the probability is higher as
our final results. For achieving this goal, we use a rule as
follows: If a pixel at position(i,j) is maliciously tampered
with, then
E;;=(0.5)5¢k (28

The threshold used in Eq28) is learned by experience.
But the underlying assumption is thisk, should be larger
thanl, for a malicious tampering.

The mentioned mechanism can be used to detect most of
the areas that have been maliciously tampered with. How-
ever, when such an area is very small, it is difficult to
distinguish it from an area that has encountered incidental
distortion. This is because an instance of malicious tamper-
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® ©

Fig. 4 An example showing malicious tampering by means of object replacement: (a) original image;
(b) watermarked image; (c) objects used for tampering; (d) modified watermarked image.

ing and an incidental distortion both generate watermark the mean quantization process, wheres the number of
errors of the sparse type. However, these small watermarkcoefficients used to derive a mean at sdalends is the
errors will collapse if the evidence located at different total number of scales used. From E¢E9) and (20), the
scales are integrated. On the other hand, if the probability best set o could be theoretically determined & 9, 7;
of watermark errors caused by an incidental distortion is 16, 16, 12; 16, 16, 13; 11, 11) 8hen the total number of
very small(zero is the ideal casethen one can claim that  scales was chosen to be 4.

the detected watermark errors were completely obtained

from an area that was maliciously tampered with. 4.2 Detection Results Obtained by Applying
Incidental Distortions Only

4 Experimental Results In this section, we check whether our approach could tol-
To demonstrate the power of our image authentication sys-erate a number of incidental operations with different de-
tem, we first introduce the experimental setup in Sec. 4.1
and then give the detection results obtained under various
incidental distortions in Sec. 4.2. In Sec. 4.3, we present
some experimental results obtained by applying both mali- [%
cious tampering and incidental manipulation. A set of test
images processed by combining different incidental and
malicious manipulations was used to estimate the area that
was maliciously tampered with. A comparison of the per-
formance of the conventional quantization-based approach
and our approach will be made in Sec. 4.4.

4.1 Experimental Setup

The images used in the experiment were of size>X6322
with 256 gray levels. Figure 4 is an example showing how
a watermarked image is tampered with, including the origi-

final altered image. The PSNR of the watermarked image §
shown in Fig. 4b) was 35.91 dB. Two peppeffig. 4(c)]
were added as shown in Figlbd and formed an image that
had been tampered with, as shown in Figd)4This set of
data was used to test the performance of our approach in
the subsequent experiments.

The set of incidental attacks used in the experiments
included JPEG compression, blurring, and sharpening. The
mask sizes used in the blurring operation were 3 5
X5, and 7X 7, respectively. The quality factors adopted for
JPEG compression were from 10% to 90%, and the param-
eters used in the sharpening operation were from 10% to A07 A08 A09
50%. In the experiments, the watermark sequence was em-
bedded in one of the LH, HL, and HH subbands randomly
at each scale of a wavelet-transformed image. As to the
determination of the best at every scale of a wavelet
transform, this can be calculated by scanning the interval
[ny4,n,] for largec (c>7.67) or by scanning the interval
[ny,n4] for small ¢ (1<c=<7.67), wheren; andn, are
computed using Eq919) and (20), respectively. We use

—(al 1 T .2 2 2 . .S s s All
N=(N{H S NEC M D0 MG MRS - - - N0 MR NR) 1O
represent the number of coefficients used at every scale in Fig. 5 A set of test images.
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Table 1 Tampering detection for a set of incidentally manipulated test images. A | symbol indicates
that our system treats the operation as an incidental distortion, while a X symbol indicates that the
operation was misidentified as malicious tampering.

Image Response
Operation Image AO1 A02 A03 A04 AO05 A06 A07 A08 A09 Al10 A1l A12

Blur (3%X3) X X X X X X X X X X X
Blur (5%5) X X X X
Blur (7X7) X X X X X X X X X X

X

X

X

X
X
X
X
X
X
X

Sharpen (F=10%)
Sharpen (F=20%)
Sharpen (F=30%)
Sharpen (F=40%)
Sharpen (F=50%) J
Sharpen (F=60%) X
Sharpen (F=70%) X
Sharpen (F=80%) X
Sharpen (F=90%) X

X X X X =

JPEG (QF=90%)
JPEG (QF=80%)
JPEG (QF=70%)
JPEG (QF=60%)
JPEG (QF=50%)
JPEG (QF=40%)
JPEG (QF=30%)
JPEG (QF=20%) J X X X
JPEG (QF=10%) X X X X

X X X X X X X =

grees of alteration. Figure 5 shows a set of test images thatcaused by the JPEG compression are much fewer than
was used in the experiments. The incidental operations thatthose caused by malicious tampering. The detected water-
were applied to the set of test images included JPEG com-mark errors were then converted into the probability of
pression, blurring, and sharpening. Table 1 lists the resultsbeen maliciously tampered with as shown in Figg) &nd
obtained in this experiment. A symbol indicates that our  6(j). It is obvious that the coefficients having the sparse
system considered the operation to be an incidental one. Ontype all had lower probability of having been maliciously
the other hand, & symbol indicates that our system mis- tampered with at each scale. On the other hand, the areas
takenly considered the operation to be a malicious one.that corresponded to the regions that were maliciously tam-
From the table, it is obvious that our system could success-pered with all had higher probability of having been mali-
fully pass almost all the JPEG-compressed images down tociously tampered with. After performing information fu-
quality factor 30%. As for the sharpening operation, our sion, the final detected altered areas were those shown in
system could successfully tolerate most of the sharpenedFig. 6f). It is apparent that the maliciously modified re-
images up to a 40% sharpening factor. However, in the casegions were detected correctly.

of the blurring operation, our system did not work well. Figure 7 shows another 21 detection results obtained
using the proposed mean-quantization-based fragile-

4.3 Detection Results Obtained by Applying watermarking technique. The symbols T, B, J, and S denote
Malicious Tampering and Incidental malicious tampering, blurring, JPEG compression, and
Manipulation Simultaneously sharpening, respectively. The number following each sym-

In this section, we give some experimental results obtained POl is the parameter used in an incidental distortion. For
by applying malicious tampering and an incidental manipu- €xample, “T+B 3x 3" in Fig. 7(b) means an image was
lation simultaneously. The objective of these experiments Maliciously tampered with and then blurred with a mask of
was to check whether our approach could successfully tol- size 3< 3. In the whole set of experiments, the resolution of
erate an incidental manipulation while detecting a mali- the wavelet transform was taken up to 4 scales. The optimal
cious attack. Figure (@) is a pepper image that was modi- number of coefficients used to perform mean quantization
fied by performing 60%quality factoy JPEG compression, at each scale was=(9,9,7;16,16,12;16,16,13;11,11,8).
followed by two-pepper replacement. The detected water- From Fig. 7, it is apparent that our approach did work well
mark errors at scales 1 to 4 are shown in Figb) € 6(e), in most cases, especially in tolerating incidental manipula-
respectively. It can be seen that the watermark errorstion like JPEG. Figure () indicates that when the quality

1404 Optical Engineering, Vol. 40 No. 7, July 2001
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@|®[©] @]
® | @ M| 0|0

Fig. 6 Tampering with object placement and JPEG compression: (a) is a tampered image with two
objects added; (b) to (e) are the detected watermark errors from scales 1 to 4, respectively; (g) to (j)
are the tamper response maps derived from scales 1 to 4, respectively; (f) is the final result after
performing information fusion.

@T (b) T+B 3x3 (c) T+B 5x5 (d) T+B 7x7

* ’ / f
(e) T+ 90 () T+ 80 (@) T+I 70 (h) T+T 60 (i) T+J 50

() T+ 40 (K) T+7 30
i
(0) T+S 10 (0) T+S 20 () T+5 30 (q) T+S 40 () T+S 50

(s) T+S 60 () T+S 70 (u) T+S 80 (v) T+S 90

Fig. 7 A set of detection results obtained by applying our mean-quantization-based method. (a) is the
detection result when the attack is object placement only; (b) to (d) show the detection results when
the attack is object placement followed by blurring with mask sizes of 33, 5X5, and 7 X7, respec-
tively; (e) to (m) show the detected results when the attack is object placement followed by JPEG
compression with a quality factor ranging from 90% to 10% in steps of 10%; (n) to (v) show the
detection results when the attack is object placement followed by sharpening with a sharpening factor
ranging from 10% to 90% in steps of 10%.
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() (h)

Fig. 8 Sensitivity test of our algorithm against small image modifications.

factor reached 30%, the detection result was still good. In the case of a combined attack involving sharpening, the
the case of a combined attack includingk5 and 7x7 results were good when the sharpening factor was smaller
blurring [Fig. 7(d)], the results were bad. But when the than 40%. When the sharpening factor reached or exceeded
window size was X 3, the detection result was good. In  60%, the detected results were completely wrong.
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Scale 1 Scale 2 Scale 3 Scale 4

Scale 2 Scale 3 Scale 4
(b)

Fig. 9 Comparison of detected watermark errors obtained using the conventional quantization-based
approach and the mean-quantization-based approach with n=(9,9,7;16,16,12;16,16,13;11,11,8).

We also conducted a series of experiments to test the Our future work will proceed in two directions. First, the
sensitivity of our algorithm to small image modifications. capability of our image authentication system in distin-
The test image used was the A1l image as shown in Fig. 5.guishing malicious tampering and incidental distortion will
We selected the area close to the mouth as the target tdbe further improved so that incidental distortion with large
tamper with. We gradually enlarged the tampered areas andvariance of modification, such as histogram equalization,
the detected results are shown in Figé)&o 8§(i). It is can also be tolerated. Secondly, we will extend the mean-
obvious that when the modified area was very small, our quantization-based watermarking approach to multipurpose
algorithm could not detect the chande) to (d)]. However, watermarking, so that an embedded watermark can be used
when the modified area reached a certain size, our algo-in multiple applications.
rithm was able to detect it correctfye) to (i)].

4.4 Comparison with the Conventional References

Quantization-based Approach

In th_IS subsection we compa_re our approach _Wlth the con- 1. S. Bhattacharjee and M. Kutter, “Compression tolerant image authen-
ventional approach. The maliciously attacked image shown tication,” in IEEE Int. Conf. on Image Processinyol. 1, pp. 4—7
in Fig. 4(d), subjected to JPEG compression with a quality (1998.

. 2. J. Dittmann, A. Steinmetz, and R. Steinmetz, “Content-based digital
factor 60%, was used as the test image. The watermark signature for motion pictures authentication and content-fragile water-

errors(at scales 1 to Ylobtained by applying the conven-
tional quantization-based approacland the proposed
mean-quantization-based approach with n

marking,” in IEEE Int. Conf. Multimedia Computing and Systems
Vol. Il, 1999.

. G. L. Friedman, “The trustworthy digital camera: restoring credibility

to the photographic image JEEE Trans. Consum. Electro89, 905—

910(1993.

4. C.-Y. Lin and S.-F. Chang, “A robust image authentication method
surviving JPEG lossy compression,” imt. Conf. on Storage and
Retrieval of Image/Video Database, Proc. SBEL2(1998.

5. D. Kundur and D. Hatzinakos, “Digital watermarking for telltale
tamper proofing and authenticationProc. IEEE 87, 1167-1180
(1999.

. 6. R. B. Wolfgang and E. J. Delp, “Fragile watermarking using the

5 Conclusion VM2D watermark,” in Int. Conf. on Security and Watermarking of

. R . Multimedia ContentsProc. SPIE3657, 204—213(1999.

In this _paper, a mean'quam'zat'on'based. fragile- 7. P. W. Wong, “A public key watermark for image verification and

watermarking approach has been proposed for image au-  authentication,” inlEEE Int. Conf. on Image Processing998.

thentication. Our system is able to maximize the probability 8 M. Wu and B. Liu, “Watermarking for image authentication,” in

. L IEEE Int. Conf. on Image Processir$998.
of watermark errors caused by an instance of malicious 9. m.Yeung and F. Mintzer, “An invisible watermarking technique for

tampering and minimize the probability of watermark er- 10 ignagﬁ ve,\;ifi%atgn,” inlEEE IgtACI?Inf'i' onf_llina%e Processitr@gsﬂ-t

H H H g HY in- . b. u, M. D. swanson, an . H. Tewfik, “ ransparent ropust au-
rors C‘:’,lused by an incidental dlStOFtIQﬂ. In addition, _an In thentication and distoration measurement technique for images,” in
formation fusion procedure that can integrate detection re-  The 7th IEEE Digital Signal Processing Workshopp. 45-48,
sponses at each scale in the wavelet domain has been1 (&936-\,\/&50” G. Y. Yang, 3. A. Solomon, and J. Villasenor, “Vis
presented, which can be used to estimate the area that ha% ' ibflity' of wavelet .quéntizati’on' ndise,’IEEE Trans. 'Image Process.

been maliciously tampered with. 6(8), 1164-11751997).

=(9,9,7;16,16,12;16,16,13;11,11,8) are shown in Figs.
9(a) and 9b), respectively. It is obvious that the results
obtained by applying our approach are better than those
obtained by applying the conventional approach.
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