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Abstract—Providing end-to-end QoS for delay sensitive flows
with variable-bit-rate (VBR) traffic in wireless mesh networks is a
major challenge. There are several reasons for this phenomenon,
including time-varied bandwidth requirements, competition for
transmission opportunities from flows on the same link, and
interference from other wireless links. In this paper, we propose
a flexible bandwidth allocation and uncoordinated scheduling
scheme, called two-stage link scheduling (2SLS), to support
flow delay control in TDMA-based wireless mesh networks. The
scheme is implemented in two stages: slot allocation and on-the-
go scheduling. The slot allocation mechanism allocates contiguous
time slots to each link in each frame based on pre-defined
maximum and minimum bandwidth requirements. Then, each
link’s on-the-go scheduling mechanism dynamically schedules the
transmissions within the allocated time slots. The objective is to
maximally satisfy the demand of all flows on the link according
to the bandwidth requirements and channel condition. Compared
to traditional slot allocation approaches, 2SLS achieves higher
channel utilization and provides better end-to-end QoS for delay
sensitive flows with VBR traffic.

Index Terms—wireless mesh networks, TDMA-based schedul-
ing, flexible bandwidth allocation, 2-stage link scheduling.

I. INTRODUCTION

Because of their affordability and ease of deployment,
wireless mesh networks(WMNs) have been developed as cost-
effective networking platforms to support ubiquitous broad-
band Internet access in several cities [1]–[3]. The Wi-Fi mesh
network also helps offload data from overloaded 3G/LTE
networks [4], [5]. However, providing end-to-end quality of
service (QoS) guarantees for traffic flows in wireless mesh
networks is a challenging task due to variations in the available
bandwidth and signal interference between wireless links. In
this paper, we focus on an even greater challenge: QoS control
for variable-bit-rate (VBR) delay sensitive flows, such as VoIP,
video conferencing and multimedia streaming, in a wireless
mesh network.

It is known that contention-based protocols, like CSMA/CA
used in IEEE 802.11 [6], are impaired by the problems of
service unfairness and the inability to control packet delays.
Although the unfairness problem can be overcome by applying
enhancements, such the Bidirectional-DCF (BDCF) protocol
[7], on IEEE 802.11 DCF protocol, the problem still exists
in multi-hop wireless mesh networks [8], [9]. In contrast,
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time division multiple access (TDMA) based MAC protocols,
such as IEEE 802.16j [10] and 3GPP LTE Time-Division-
Duplex (LTE TDD) [11], provide collision-free communica-
tions and allow fine control of the throughput and delay of net-
work traffic. With the introduction of TDMA-based schedul-
ing in contention-based IEEE 802.11 networks, a standard
draft called IEEE 802.11s [12], was recently developed for
mesh networks. By exploiting the mesh coordination function
(MCF) in IEEE 802.11s, each link can reserve some time slots
for its future transmissions without competing with other links
for transmission opportunities. However, the most effective
way to allocate and schedule slots for each link to guarantee
end-to-end QoS for delay sensitive flows is still an open issue.

Several TDMA-based scheduling algorithms have been
proposed to maximize the network throughput of multi-hop
wireless mesh networks [13]–[23], but only a few of them
[16]–[19] consider the issue of end-to-end QoS for delay
sensitive flows. Generally, the algorithms can be divided
into two categories: centralized algorithms [13]–[19] and
distributed algorithms [20]–[23]. For centralized algorithms,
the central controller collects the bandwidth requirements of
all links, executes the scheduling algorithm and delivers the
scheduling results to all the wireless nodes. A centralized
scheduler may be able to arrange an optimum schedule;
however, collecting the network data, executing the algorithm
and delivering the scheduling decisions overload the central
controller and its connecting links. In contrast, a distributed
scheduling algorithm applied by each wireless node can derive
a locally optimal schedule without the information about the
whole network. To ensure there is no conflict between the
transmissions of the wireless links, the wireless nodes must
use a coordination mechanism, which incurs some overhead
and latency.

As mentioned above, in both centralized and distributed
scheduling algorithms, there is certain amount of latency
between the time a link requests bandwidth and the time it
receives the scheduling result. To resolve the problem, most
TDMA-based scheduling algorithms assume that each flow’s
traffic load is fixed or follows a specific pattern, and then
allocate a fixed amount of bandwidth to each link in the WMN.
However, the strategy usually results in either over-allocation
of bandwidth or impairment of QoS when it is applied to VBR
traffic flows.

In this paper, we propose a scheme called two-stage link
scheduling (2SLS), which allows each wireless link to sched-
ule its transmission time slots dynamically in order to meet



1536-1276 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TWC.2014.2358591, IEEE Transactions on Wireless Communications

IEEE TRASNACTION ON WIRELESS COMMUNICATIONS 2

the QoS requirements of VBR traffic flows on the link. The
2SLS scheme is decentralized because each link only needs the
information about the network topology for scheduling without
further coordination among links to deal with the situation
that the traffic flow bandwidth requirements and available link
capacity are time varying. In the first stage, a slot allocation
mechanism allocates transmission slots to each flow to guar-
antee end-to-end bandwidth. The first stage slot allocation is
performed when the flow is estimated before its transmission.
Since the real-time traffic load and network condition are
unknown in the first stage, the slots are allocated according to
the bandwidth requirements estimated by the end-to-end QoS
requirements and the flow specifications. Then, in the second
stage, an adaptive on-the-go scheduling mechanism arranges
each link’s transmission schedule based on the QoS require-
ments of all flows on the link. The mechanism also prevents
transmission collisions with other links. Unlike traditional slot
allocation schemes, 2SLS allocates two types of time slots
to each link: conflict-free slots and multi-access slots. It is
guaranteed that transmissions in each links conflict-free slots
will not be affected by interference from other links. By
contrast, in multi-access slots, neighboring links may compete
for transmission opportunities; however, the performance can
be guaranteed by controlling the number of links that cause
interference and arranging appropriate transmission time slots
for those links. In the second stage, each link can adjust its
transmission schedule dynamically without coordinating with
other links. The results of simulations demonstrate that the
proposed scheme is more flexible and efficient than traditional
fixed slot allocation schemes.

The following example illustrates the advantages of the
2SLS scheme over IEEE 802.11 and TDMA-based fixed rate
scheduling scheme. An optimum algorithm, which is executed
for each time unit with full knowledge of whole network,
s used as the best-case baseline. As shown in Figure 1, we
consider a six-node chain network topology with channel
capacity being 11Mbps, where users 1, 2 and 3 receive videos
1, 2 and 3 sourced from nodes na, nc and ne, respectively.
The source of each video is an H.264 encoded VBR film
[24] with mean rate of 630Kbps. In Figure 2, we compare
the end-to-end transmission rate of video 1 under different
link scheduling schemes. Under this setup, the fixed rate
TDMA-based scheduling scheme can allocate up to 980kbps
to each flow to fully utilize the channel capacity, and, thus, the
transmission rate 980kbps is assigned in this experiment. We
can see that the 2SLS provides higher transmission rate than
IEEE 802.11 and TDMA-based scheduling scheme especially
when the offered load peaks up. For the optimum algorithm
scheme, a centralized controller is needed to gather real-
time information about the whole network and compute the
best schedule for all the transmission links in each time slot
based on an optimal throughput algorithm [19]. The problem
is NP-hard, and there is a certain latency to deliver the
scheduling results to all wireless nodes. We observe that the
performance of 2SLS scheme is very close to that of the
optimal scheduling scheme without message exchanges once
the flow is established. This approach involves much less
computation than the optimal algorithm and does not incur

any scheduling latency.

Fig. 1. An example of wireless mesh network transmissions.

Fig. 2. The sending rate of Video 1 and receiving rate of User 1 under different
scheduling schemes in the wireless mesh network as shown in Figure 1.

The remainder of this paper is organized as follows. In Sec-
tion 2, we review related works on TDMA-based scheduling
with end-to-end delay control. In Section 3, we define the
network and system model of our approach; and in Section
4, we describe the proposed two-stage slot allocation scheme
(2SLS). In Section 5, we discuss the results of simulations
performed to evaluate the performance of the scheme. Section
6 contains some concluding remarks.

II. RELATED WORK

Providing an end-to-end QoS guarantee for a flow, such
as its bandwidth or delay, requires the QoS support of each
link along its routing path. One of the major challenges in
providing end-to-end QoS guarantees for VBR traffic flows in
TDMA-based wireless mesh networks is how to adjust each
link’s bandwidth allocation rapidly based on the variations
in the traffic load of flows and network transmission condi-
tions. In [16], Djukic and Valaee formulate the problem of
computing a conflict-free link schedule with end-to-end delay
constraints as a mixed-integer non-linear problem, and show
that the delay-aware TDMA scheduling problem can be solved
by dividing it into two parts. The first part involves deciding
the relative transmission order of all the links; and the second
involves finding a schedule with the minimum frame size
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based on the relative transmission order and the interference
between the links. Cappanera et al. [17] propose a similar link
scheduling formulation, but they assume that the traffic source
of each flow is leaky-bucket constrained. Although [16] and
[17] use heuristic algorithms to solve the problem, they both
require a centralized controller and the time slot allocations
are fixed according to the given traffic patterns of all flows.
The proposed 2SLS scheme utilizes much of their problem
formulation in the slot allocation stage, but it provides flexible
scheduling so that each link can adapt to the dynamic traffic
loads without a central controller.

Most works on TDMA-based link scheduling focus on
maximizing the network throughput. It has been shown that
backpressure-based algorithms can achieve optimal network
throughput and low end-to-end delays for all flows [18], [19].
This kind of algorithms rely on a centralized controller to
solve a maximum weighted independent set (MWIS) problem,
where the weight may refer to the difference between the
lengths of queues or the queueing delays in each slot time.
Even if a heuristic largest-weight-first (LWF) algorithm is
used [19], a centralized controller is still required, which
therefore is not suitable for a network with the traffic load of
each flow changes frequently. Another drawback of the above
works is that they ignore the high overheads incurred by status
collection and the latency in delivering the scheduling results
to all links.

III. NETWORK MODEL AND NOTATIONS

A wireless mesh network is modeled as a directed network
graph NG = (N,V ), where N = {n1, n2, n3, ...} is the set
of all wireless nodes, and V = {v1, v2, v3, ...} is the set of all
directed links in the wireless mesh network. The latter are used
by the links (na, nb) to indicate that the node na can transmit
data to node nb; that is, vk = (na, nb) ∈ V if |na, nb| ≤ DTR,
where |na, nb| is the distance between na and nb, and DTR is
the maximum transmission range. Two links can only transmit
data successfully in the same time slot if their transmissions
do not interfere with each other. Any interference model, such
as K-hop interference model [25], physical model or protocol
model [26], can be applied to our system to determine whether
or not two links can transmit data concurrently. In this paper,
we utilize the K-hop interference model because it is used
by most MAC protocols, such as IEEE 802.11s and IEEE
802.16. Under the model, no two links that are within K-
hops of one another can transmit successfully at the same
time. Let ⟨vk, vl⟩ denote the shortest hop between the two
links vk and vl. We can construct an undirected contention
graph CG = (V,E), where V is the same as in NG; and
an edge (vk, vl) is in E if links vk and vl cannot transmit
data simultaneously, i.e., (vk, vl) ∈ E, if⟨vk, vl⟩ ≤ K. This
network model can be extended to many other interference
models, such as the SINR interference mode. When use the
SINR model, the definition of E becomes (vk, vl) ∈ E, if
SINR(na, nb) < β or SINR(nc, nd) < β when both vk and
vl are transmitting and all other links are idle, where vk =
(na, nb), vl = (nc, nd), SINR(x, y) represents the received
SINR in y from x and β is the threshold that the receiver can

successfully decode the received signals. The edges in E are
undirected and we regard vl and vk as neighbors in CG if
(vk, vl) ∈ E. Then, we define the interference set of link vk
as follows:

IF (vk) = {vl | (vk, vl) ∈ E} (1)

Figure 3 shows the network graph of the wireless mesh
network in Figure 1 and its corresponding contention graph
using a 2-hop interference model. In the network graph, the
solid lines and dashed lines represent, respectively, the links
and the interference between the nodes.

Fig. 3. An example of a network graph and its corresponding contention
graph.

A transmission flow fi in a wireless mesh net-
work comprises a routing path, defined as Pathi =
{vk|fi passing through the link vk ∈ V }; and the end-to-
end bandwidth demand rate of the flow is in the range
(ϕmin

i , ϕmax
i ), where ϕmin

i and ϕmax
i are the minimum and

maximum demand rates of fi respectively. Then, the band-
width requirement of link vk is bounded by (rmin

i , rmax
i ),

where rmin
i is the sum of the minimum demand rates and rmax

i

is the sum of the maximum demand rates of all flows passing
through vk. Like most TDMA-based protocols, the timeline
of 2SLS is divided into recurrent frames, each comprised of
M fixed-length time slots. Let the demand rate of flow fi on
link vk in frame j be ϕi,k(j); then, the bandwidth requirement
rk(j) and slot requirement tk(j) of link vk in frame j are as
follows:

rk(j) =
∑

ϕi,k (j) , (2)

tk(j) = ⌈M × rk(j)

Ck
⌉, (3)

where Ck is the channel capacity of link vk. Similarly, we can
derive the minimum and maximum slot requirements, denoted
as tmin

k and tmax
k respectively, of link vk from rmin

k and rmax
k

by Equation (3).

IV. THE 2-STAGE LINK SCHEDULING SCHEME

The system framework of the proposed 2-stage link schedul-
ing (2SLS) scheme is shown in Figure 4. It is comprised
of two stages: (1) the slot allocation stage, which reserves
at least tmin

k slots and up to tmax
k slots for the link vk;

and (2) the on-the-go scheduling stage, which schedules slots
for each link to transmit VBR traffic according to its real-
time bandwidth demand in each frame and to avoid collisions
with other links. The 2SLS scheme exploits per-flow queueing
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whereby the demand rate ϕi,k(j) of the flow fi in frame
j is estimated based on the flow’s traffic load and end-to-
end QoS requirement. A bandwidth estimation algorithm that
supports end-to-end QoS control, such as the per-node delay
assignment scheme [27] or the bulk scheduling scheme [28],
may be used to estimate ϕi,k(j). As bandwidth estimation is
not the focus of this study, we assume ϕi,k(j) is determined
by an existing estimation algorithm and do not discuss the
issue further. The slot allocation stage only reserves slots for
a flow when the flow joins a link, and each link’s on-the-go
scheduler assigns transmission slots to the link in each frame
to meet the dynamic VBR demands of all flows. The obvious
advantage of 2SLS over other schemes is that it only needs to
reserve slots once for each flow, regardless of the fluctuations
in VBR demand.

Fig. 4. The framework of the 2SLS scheme.

A. Conflict-free and multi-access slots

In the first stage of 2SLS, the objective is to allocate slots
for each link vk such that (1) the minimum slot requirement
tmin
k can be guaranteed; and (2) the maximum slot requirement
tmax
k can be satisfied as much as possible. As mentioned

earlier, the slot allocation mechanism in 2SLS assigns conflict-
free slots and multi-access slots to each link. The conflict-free
slots assigned to a link vk cannot be allocated to any of its
neighbors in an undirected contention graph CG, but multi-
access slots may be allocated to some of the link’s neighbors.
All the slots are listed in a frame table F, and each slot is
labeled in sequence, e.g., the i-th slot is labeled i. Therefore,
F = {1,2, . . . ,M}, where M is the frame size. Let ∆(i, j)
denote the distance between the i-th slot and the j-th slot in
the frame table, i.e.,

∆(i, j) =

{
j − i, if j ≤ i

j − i+M, if j < i
(4)

Note that based on the definition of ∆(i, j), we have
∆(i, j) = M − ∆(j, i) and ∆(i, j) + ∆(j, k) = ∆(i, k) if

and only if ∆(i, j) + ∆(j, k) ≤ M . Then, we can define the
contiguity of a set of slots as follows:

Definition 1: In a set of slots Z,Z ⊆ F, the slots are
contiguous if we can find a slot i in Z such that all the
subsequent |Z| − 1 slots of i in the frame table are in Z,
i.e.,

∃i ∈ Z, ∀j : (j ∈ F and 1 ≤ ∆(i, j) ≤ |Z| − 1)

→ Z is contiguous.
(5)

Let Zk denote the set of all slots (i.e., conflict-free and
multi-access slots) and ZCF

k denote the set of conflict-free
slots allocated to link vk. The 2SLS model makes the follow-
ing assumptions.

Assumption 1: All the slots allocated to a link are contiguous.

Assumption 2: For any link vk that flows pass through, called
an active link, its minimum slot requirement tmin

k is at least
one slot.

Assumption 1 corresponds to the operation of IEEE 802.16
mesh networks [10], and it is also exploited in [16] [17].
Although Assumption 1 would reduce the feasibility region,
it has benefits such as the improvement of channel utilization
and the reduction of the message exchange overhead. With of
the restriction that the allocated slots must be contiguous, the
transmissions of a link are grouped so the number of scatted
space can be reduced to increase the channel utilization.
Besides, each node can only send the start time and end
time of the grouped transmissions rather than a group of time
slots in message exchanging between nodes. Therefore, the
overhead of coordinating data exchange between the links can
be reduced. Assumption 2 is designed to ensure that active
links are not starved of slots. Based on the two assumptions,
the time slots allocated to the link vk can be represented by:

Zk = {i |∆(sk, i) < tk} , (6)

where sk is the first slot of the contiguous slots allocated to
vk, and tk is the number of slots allocated to vk (tmin

k ≤ tk ≤
tmax
k ). Next, we show that the conflict-free slots allocated to

each link must also be contiguous.

Theorem 1: If the slots allocated to all links are contiguous
and at least one of them is conflict-free, then the conflict-free
slots ZCF

k allocated to each link vk must also be contiguous.
Proof: Let Z⃗CF

k be the ordered set of ZCF
k , where all

the elements in Z⃗CF
k are sorted in ascending order based on

their distance from sk; and let z⃗CF
k (i) denote the i-th element

of Z⃗CF
k , i.e., ∆

(
sk, z⃗

CF
k (i)

)
< ∆

(
sk, z⃗

CF
k (j)

)
, if i < j.

Because Z⃗CF
k ≤ ZCF

k , we have

0 ≤ ∆
(
sk, z⃗

CF
k (1)

)
< ∆

(
sk, z⃗

CF
k (2)

)
< · · · ≤ tk. (7)

It is clear that ZCF
k is contiguous if |ZCF

k | = 1;
therefore, in the following, we only consider the cases
where 2 ≤ |ZCF

k | ≤ M . First, we consider the slots
z⃗CF
k (1) and z⃗CF

k (2). If ∆
(
z⃗CF
k (1), z⃗CF

k (2)
)

> 1, it
means the set of slots between z⃗CF

k (1) and z⃗CF
k (2),
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denoted by Z⃗CF
k (1, 2), is not empty, i.e., Z⃗CF

k (1, 2) ={
i
∣∣∆ (

sk, z⃗
CF
k (1)

)
< ∆(sk, i) < ∆

(
sk, z⃗

CF
k (2)

)}
̸= ∅.

Hence, we can infer that all the slots in Z⃗CF
k (1, 2) are also

allocated to link vk because

0 ≤ ∆
(
sk, z⃗

CF
k (1)

)
< ∆(sk, i) < ∆

(
sk, z⃗

CF
k (2)

)
< tk

→ i ∈ Zk.
(8)

The slots in Z⃗CF
k (1, 2) must be multi-access slots, which

means they can be allocated to the neighbors of vk. Let
slot i be a slot in Z⃗CF

k (1, 2). According to Assumption 1,
if slot i is allocated to a link vl, vl ∈ IF (vk), then Zl must
between z⃗CF

k (1) and z⃗CF
k (2) because Zl is contiguous and

cannot contain z⃗CF
k (1) or z⃗CF

k (2). Moreover, according to
Assumption 2, Zl contains at least one conflict-free slot, which
means that at least one slot between z⃗CF

k (1) and z⃗CF
k (2)

cannot be allocated to vk. However, we know that all the slots
between z⃗CF

k (1) and z⃗CF
k (2), i.e., Z⃗CF

k (1, 2), are multi-access
slots of vk, which leads to a contradiction. Therefore, we can
infer that ∆

(
z⃗CF
k (1), z⃗CF

k (2)
)
= 1, which means the next slot

of z⃗CF
k (1) in the frame table is z⃗CF

k (2).
Similarly, for any element z⃗CF

k (i) in Z⃗CF
k , where 2 ≤

i ≤ |Z⃗CF
k | − 1, we can derive that the next slot j of

z⃗CF
k (i) in the frame table is the slot z⃗CF

k (i+ 1). Then, Z⃗CF
k

is contiguous because for the slot z⃗CF
k (1), the subsequent

|Z⃗CF
k | − 1 slots are z⃗CF

k (1), z⃗CF
k (2),..., z⃗CF

k

(
|Z⃗CF

k |
)

, which

are all in Z⃗CF
k . Since ZCF

k has the same elements as Z⃗CF
k , it

is also contiguous.

Theorem 1 also implies that allocated slots can only be
arranged in an enclosed layout (i.e., conflict-free slots are
enclosed by multi-access slots), as shown in Figure 5. Because
link vk requires at least tmin

k slots, we allocate tmin
k conflict-

free slots to it. The conflict-free slots allocated to link vk can
be represented by

ZCF
k =

{
i
∣∣∆(s′k, i) < tmin

k

}
, (9)

where s′k is the position of the first contiguous conflict-free
slot allocated to vk. Therefore, we only need four parameters,
sk, s′k, tmin

k and tk, to represent the allocated slots of each
link.

Fig. 5. The head, body and tail segments of the allocated slots of a link.

Because ZCF
k ⊆ Zk, we can derive the relation between sk,

s′k, tmin
k and tk from Equations (6) and (9) as follows:

0 ≤ ∆(sk, s
′
k) ≤ tk − tmin

k . (10)

Moreover, since any slot allocated to vk cannot be a conflict-
free slot of any neighboring link of vk, we can derive the
relations between sk, tk, sl and tl if links vk and vl are
neighbors in CG as follows:

∆(sk, sl) ≥ ∆(sk, s
′
k) + tmin

k , if (vk, vl) ∈ E (11)

(M − tmin
l ≥ ∆(sk, s

′
l) ≥ tk) and

(M − tl ≥ ∆(s′k, sl) ≥ tmin
k ),

if (vk, vl) ∈ E

(12)

To allocate slots, we divide the link vk into three segments,
namely, the head segment Zhead

k , the body segment Zbody
k

and the tail segment Ztail
k as follows:

Zhead
k = {i |∆(sk, i) < ∆(sk, s

′
k)} (13)

Zbody
k = ZCF

k ={
i
∣∣∆(sk, s

′
k) ≤ ∆(sk, i) < ∆(sk, s

′
k) + tmin

k

}
(14)

Ztail
k =

{
i
∣∣∆(sk, s

′
k) + tmin

k ≤ ∆(sk, i) < tk
}

(15)

The body segment from slot s′k to s′k+tmin
k contains all the

conflict-free slots allocated to link vk; the multi-access slots
are divided into the head segment and the tail segment. In ad-
dition, we define a segment that is not an allocated segment as
an idle segment of vk, denoted by Zidle

k = {i | tk ≤ ∆(sk, i)},
This leads to the following theorem.

Theorem 2: The transmission of slot i in the head segment
of link vk, i.e., i ∈ Zhead

k , will only compete for transmission
opportunities with link vl, where vl ∈ IF (vk) and vl’s tail
segment Ztail

l contains the slot i, i.e., i ∈ Ztail
l , Moreover, a

transmission of slot i in a tail segment of link vk, i.e., i ∈ Ztail
k ,

will only compete with the link vl where vl ∈ IF (vk) and
i ∈ Zhead

l .
Proof: Based on Equation (11) and the definition of ∆(·),

we can get that

∆(sk, sl) ≥ ∆(sk, s
′
k) + tmin

k and ∆(sl, sk) + ∆(sk, sl) = M

⇒ M −∆(sk, s
′
k)− tmin

k ≥ ∆(sl, sk).
(16)

If i ∈ Zhead
k , we have ∆(sk, i) < ∆(sk, s

′
k) by Equation

(13). Then, we can get that ∆(sl, i) = ∆(sl, sk)+Delta(sk, i)
because

∆(sl, sk) + ∆(sk, i) <(
M −∆(sk, s

′
k)− tmin

k

)
+∆(sk, s

′
k) < M (17)

According to Equation (11), ∆(sl, sk) ≥ ∆(sl, s
′
l) + tmin

l

and ∆(sk, i) ≥ 0; the value of ∆(sl, i) must satisfy

∆(sl, i) = ∆(sl, sk) + ∆(sk, i) ≥ ∆(sl, s
′
l) + tmin

l (18)

Equation (18) indicates that i ∈ Ztail
l (for tl > ∆(sl, i) ≥

∆(sl, s
′
l) + tmin

l ) or i ∈ Zidle
l (for ∆(sl, i) ≥ tl). As link

vl will not transmit packets in its idle segment, link vk only
needs to compete for transmission opportunities with link vl
if i ∈ Ztail

l .
If i ∈ Ztail

k , we have ∆(sk, s
′
k) + tmin

k ≤ ∆(sk, i) < tk. In
the case of ∆(s′k, sl) + ∆(sl, i) ≤ M , we can get that

∆(sl, i) = ∆(s′k, i)−∆(s′k, sl)

= (∆(sk, i)−∆(sk, s
′
k))−∆(s′k, sl)

< (tk −∆(sk, s
′
k))−∆(s′k, sl)

= tk − (∆(sk, s
′
k) + ∆(s′k, sl))

= tk −∆(sk, sl) (19)
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Since ∆(sk, sl) + ∆(sl, s
′
l) = ∆(sk, s

′
l), we know that

∆(sl, i) < tk −∆(sk, s
′
l) + ∆(sl, s

′
l). (20)

Moreover, according to Equation (12), ∆(sk, s
′
l) ≥ tk; thus,

∆(sl, i) < ∆(sl, s
′
l), which means i ∈ zheadl . In the case

of ∆(s′k, sl) + ∆(sl, i) > M , we have ∆(sl, i) > M −
∆(s′k, sl) = ∆(sl, s

′
k) ≥ tl according to Equation (12), which

means i ∈ zidlel . Therefore, link vk only needs to compete for
transmission opportunities with link vl if i ∈ zheadl .

According to Theorem 2, if two links vl and vm are both
neighbors of vk, and vl and vm are neighbors of each other
in CG, then only vl or vm will compete for transmission
opportunities with vk in each slot. This is because it is
impossible for a slot to belong to the head(or tail) segments
of two links if the two links are neighbors.

B. The slot allocation scheme

Based on Assumptions 1 and 2, we use four parameters, sk,
s′k, tmin

k and tk, to represent the slots allocated to each link vk
in a wireless mesh network. The relations between the slots
allocated to any two links vk and vl are given in Equations
(11) and (12). In the 2SLS slot allocation scheme, the objective
is to determine sk, s′k and tk, for each link vk in order to
satisfy the slot requirements of all links as much as possible.
Note that the tk represents the maximum allowed time slots
for link vk that larger tk means vk has higher probability to
get more channel resource. In order to maximize the overall
network throughput, we aim to maximize the total number of
slots allocated to all the links in the network, i.e., the total
number of tk for all vk ∈ V . Therefore, we define the global
optimization problem as follows:

Global Optimization Problem
Given:M, tmin

k , tmax
k , IF (vk), ∀vk ∈ V

Find:sk, s′k, tk, ∀vk ∈ V

Maximize:
∑

k:vk∈V

tk

Subject to:
tmin
k ≤ tk ≤ tmax

k , ∀vk ∈ V (21)
0 ≤ ∆(sk, s

′
k) ≤ tk − tmin

k ,∀vk ∈ V (22)
∆(sk, sl) ≥ ∆(sk, s

′
k) + tmin

k , ∀(vk ∈ V ∧ vl ∈ IF (vk))

(23)
M − tmin

l ≥ ∆(sk, s
′
l) ≥ tk, ∀(vk ∈ V ∧ vl ∈ IF (vk))(24)

M − tl ≥ ∆(s′k, sl) ≥ tmin
k , ∀(vk ∈ V ∧ vl ∈ IF (vk)) (25)

Constraint (21) is derived from the definition of tk, and
Constraints (22)-(25) are derived from Equations (10), (11)
and (12). To determine the globally optimum slot allocation,
it is necessary to consider all the network information and
user requirements. However, the process incurs tremendous
communication and computation overheads, and results in
extended latency. Moreover, the slot allocations need to be re-
computed if any link requirement changes. Instead of finding
the global optimum solution, we adopt a distributed local
optimization problem, where Constraints (22)-(25) are still

held but each link vk only maximizes its allocated time slots
tk. Since each link only competes time slots with its neighbors,
Constraints (22)-(25) can be relaxed to only need to check
with its neighbors. The distributed local optimal slot allocation
problem is defined as follows.

Distributed Local Optimization Problem
Given:
M, tmin

k , tmax
k , IF (vk), (sl, s

′
l, t

min
l , tl),∀vl ∈ IF (vk)

Find: sk, s
′
k, tk,

Maximize: tk

Subject to:
tmin
k ≤ tk ≤ tmax

k

0 ≤ ∆(sk, s
′
k) ≤ tk − tmin

k

∆(sk, sl) ≥ ∆(sk, s
′
k) + tmin

k , ∀vl ∈ IF (vk)

M − tmin
l ≥ ∆(sk, s

′
l) ≥ tk, ∀vl ∈ IF (vk)

M − tl ≥ ∆(s′k, sl) ≥ tmin
k , ∀vl ∈ IF (vk)

To solve the distributed problem, each link vk only needs to
gather the information about the head, body and tail segments
from each neighbor of vk. The 2SLS scheme utilizes the
message exchange mechanism in IEEE 802.11s, whereby each
link vl periodically broadcasts its slot allocation in the form of
(sl, s

′
l, t

min
l , tl) to all its neighbors. In the k-hop interference

model, the broadcast distance is k. The slot allocations of all
the neighbors of link vk can be obtained by the following two
rules, where NCF

k and NMA
k are the sets of slots allocated

by vk’s neighbors as conflict-free slots and multi-access slots
respectively.

NCF
k =

∪
vl∈IF (vk)

Zbody
l (26)

NMA
k =

∪
vl∈IF (vk)

Zhead
l ∪

∪
vl∈IF (vk)

Ztail
l −

∪
vl∈IF (vk)

Zbody
l

(27)

The unused segment that has not been allocated to a
neighbor of vk (as shown in Figure 6) can be regarded as
the conflict-free segment of link vk. The 2SLS slot allocation
scheme selects the unused segment, which is larger than
or equal to tmin

k slots, with the largest surrounding multi-
access segment as the body segment. After determining the
body segment, we select at most tmax

k − tmin
k slots from

its surrounding multi-access segment as its head and tail
segments. The distributed problem can be solved by a linear
search (O(n)) algorithm, where n is the number of neighbor
links of the link vk. If all unused segments are smaller than
tmin
k slots, the problem has no solution. In this case, the flow

is not admitted to enter the WMN and all the slots allocated
to the flow are released from all links.

When two neighboring links execute their slot allocation
scheme link obtained from the local optimization algorithm
concurrently, there may be allocation conflicts. To resolve
the allocation conflict, each link is assigned with a unique
identification number. If a link receives a message from its
k-hop neighbor with a higher identification number and finds
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Fig. 6. An illustration of finding an allocation for link v5.

the neighbors slot allocation conflicts with its own allocation,
it discards its original allocation and executes the slot allo-
cation scheme again. It is obvious that the network-wide slot
allocations must converge in at most in |V | iterations, where
|V | is the number of links in the WMN.

C. On-The-Go Scheduling Scheme

Although the slot allocation scheme assigns conflict-free
and multi-access slots to each link vk, we still need an efficient
scheduling scheme to select the number and positions of slots
from the allocated slots for transmission in each frame. The
objective is to meet the immediate slot requirement tk(j)
of each link vk calculated by Equation (3). In the second
stage of 2SLS, the on-the-go scheduling scheme has two
functions: 1) it chooses slots dynamically for transmissions
without coordinating with other links or waiting for the
scheduling results provided by a central server; and 2) it
prevents collisions between links and maximizes the network
throughput. In practice, each link implements the on-the-go
scheduling scheme to dynamically schedule the transmission
time according to its immediate slot requirement and the
channel condition.

1) Estimating channel availability: To prevent transmission
collisions with neighbors, 2SLS uses the exponential moving
average to estimate the channel availability of link vk in the
i-th slot of frame j as follows:

P j
k (i) = α · Ij−1

k (i) + (1− α) · P j−1
k (i), (28)

where α is a parameter between 0 and 1, and Ij−1
k (i) is

an indicator function whose value is 1 if, for the link vk, the
channel is idle or the transmission is successful in slot i of
frame j-1; otherwise, it is 0. The higher value of α results in
higher sensitivity in detection of channel idle. Initially, P 0

k (i)
is set at 1 for all allocated slots of vk and 0 for slots in Zidle

k .
Clearly, P j

k (i) is always 1 if i ∈ Zbody
k and 0 if i ∈ Zidle

k .
For each link, if a slot is not used by any neighboring links,
the value of P j

k (i) will be increased. Then, the slot will have a
higher probability of being scheduled for the link to transmit
data. Conversely, if a link selects a slot for transmissions, the
P j
k (i) of its neighbors will be reduced, so they will be less

likely to select the slot for transmissions.
2) On-The-Go transmission time scheduling: As mentioned

earlier, the slot requirement of vk in frame j is tk(t). It has
been shown that contiguous transmissions improve channel
utilization [16]. Therefore, the on-the-go scheduling scheme
selects at most tk(t) contiguous slots with the highest esti-
mated channel availability for transmissions. Because of the

assumption that the allocated slots are contiguous and P j
k (i)

is equal to 1 if i ∈ Zbody
k , the transmission slots must

include all slots in the body segment Zbody
k . Note that a heavy

traffic load may result in a high collision probability and low
network utilization, even every link vk only transmits tk(j)
slots. To resolve the problem, a parameter, β, is introduced
as a congestion control threshold, so the slots whose P j

k (i) is
lower than β will not be selected for transmission. The higher
value of β results in lower collision probability but lower
channel utilization. Then, the on-the-go scheduling scheme
tries to arrange the starting point of the transmission slots
and the number of transmission slots of vk denoted by s∗k and
t∗k respectively, in each frame such that the sum of the P j

k (i)
from s∗k to s∗k + t∗k is maximal. We formulate the problem as
follows.

Collision Minimization Problem
Given: tk(j) and P j

k (i) for each slot i
Find: s∗k, t

∗
k

Maximize:
∑

∆(s∗
k
,i)<t∗

k

P j
k (i)

Subject to: P j
k (i) ≥ β, if ∆(s∗k, i) < t∗k

t∗k ≤ tk(j)

Because the selected slots must be contiguous and the
slots closer to body segment must have higher P j

k (i), we can
iteratively take the slot with highest P j

k (i) from the unselected
slots until a constraint is violated. The computation time is
O(n log n), where n is the number of the slots allocated to
the link vk, for the sorting cost. Figure 7 shows an example
of on-the-go scheduling. The network topology and the slot
allocation of each link in this example are shown in Figures 3
and 6 respectively. We assume that the link v5 does not have a
bandwidth requirement in frames 1 and 2, but requires 5 slots
in frame 3, i.e., t5(1) = 0, t5(2) = 0, and t5(3) = 5. In frame
1, the first two slots in the head segment of v5 are used by link
v3, and three slots in the tail segment of v5 are used by link v4.
Hence, in frame 2, link v5 updates the P 2

5 (i) values of those
slots to 0.5 based on Equation (28) with α = 0.5. Similarly,
the P 3

5 (i) value of a slot i that has been used by other links
in frame 2 becomes 0.25; otherwise, it becomes 0.75. Then,
in frame 3, we choose four slots for link v5 to transmit data
where the sum of their P 3

5 (i) values is the maximum and the
P 3
5 (i) ≥ β for the four slots with β = 0.3.

Fig. 7. An example of on-the-go scheduling for link v5.
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3) Early start and early terminate policies: In the slot
allocation and on-the-go scheduling stages, each link deter-
mines its transmission slots. When an un-scheduled slot of
link vk is detected as unused by any of its neighbor, the
scheme implements an early start policy to utilize the unused
slots. In other cases, if a multi-access slot of vk conflicts
with its neighbors, it may terminate its transmission early.
The objective of incorporating early start and early terminate
policies into the on-the-go scheduling scheme is to improve
channel utilization and prevent transmission collisions. The
two policies are based on the following properties of the on-
the-go scheduling scheme.

Property 1: In on-the-go scheduling, if no neighbor of a link
vk transmits data in a slot i ∈ Zhead

k , the slots after slot i in
Zhead

k will not be used by any neighbor of link vk.

Property 2: In on-the-go scheduling, if a slot i ∈ Ztail
k is

selected by a neighbor of vk for transmission, the slots after
slot i in the Ztail

k will also be selected by the neighbor for
transmissions.

Properties 1 and 2 can be derived from Theorem 2 and the
on-the-go scheduling scheme. If slot i is in the head segment
of link vk, it must be in the tail segment or idle segment of vk’s
neighbors. With the design of on-the-go scheduling scheme,
any link vl ∈ IF (vk) will not transmit any data after the slot
i until its next head segment starts if the slot i is in the tail
segment of vl and has not been used by vl. Therefore, Property
1 is verified. Similarly, if slot i is in the tail segment of vk
and there is a neighbor of vk transmitting data in the slot, the
slot must be in the head segment of the neighbor. Then, the
neighbor will continues transmitting data in its residual head
segment slots based on the on-the-go scheduling. Therefore,
Property 2 is also verified.

The early start policy, which is based on Property 1,
stipulates that any link can start transmissions if it detects
an idle channel in a head segment slot before its scheduled
transmission time. The early terminate policy is a collision
avoidance mechanism that is based on Property 2. It stipulates
that a link should stop all transmissions after a collision occurs
in its tail segment until the next head segment begins. If a
collision occurs in the tail segment of vk, the residual slots in
that segment will also fail because of Property 2. Therefore,
we terminate the transmissions in those slots to reduce the
probability of collisions between vk and its neighbors.

In the on-the-go scheduling scheme, the early start and early
terminate policies define three states for each link: a waiting
state, a transmission state, and an idle state. Initially, all links
are in the idle state and cannot transmit. Each link can only
transmit data in its transmission state. A link will enter the
waiting state when it starts its head segment. In the waiting
state, the link will listen for the channel condition and enter
the transmission state if the channel becomes idle during a
head segment slot or slot s∗k begins. Then, the link returns to
the idle state (1) when the time slot s∗k + t∗k begins, or (2) if a
collision occurs during transmission. This mechanism enables
each link vk to obtain extra slots if there are no collisions.
Under the early terminate policy, at most two collisions can

occur in each frame for each link: one in slot s∗k and the other
in the slot that is being terminated early.

V. PERFORMANCE EVALUATION

In this section, we present the results of simulations con-
ducted to evaluate the performance of the proposed 2SLS
scheme. All the simulations were performed using the ns-
2 network simulator [29] with TDMA enhancements in the
MAC layer of IEEE 802.11. The performance metrics are
the collision probability of the whole network, the average
end-to-end delay, and the end-to-end throughput of a flow. To
demonstrate the advantages of the 2SLS scheme, we compare
its performance with those of the following transmission
schemes: the IEEE 802.11 protocol, the throughput optimal
algorithm [19], and the traditional one-stage TDMA-based slot
allocation scheme. We use the slot allocation algorithm in
[17] to implement the one-stage TDMA-based slot allocation
scheme because it is designed for contiguous slot allocation
with minimizing the end-to-end transmission delay for each
flow. We also compared two other TDMA-based slot alloca-
tion algorithms, namely, the first-fit approach and the best-fit
approach. Because their simulation results are close to those
of the algorithm proposed in [17], we do not report them in
this paper. Table I shows the system configuration used in the
simulations, each of which ran for 3600 seconds. The length
of each link was 200 meters in all scenarios. We set the control
parameter α = 0.5 in order to balance between the sensitivity
(α ∼ 1) and stability (β ∼ 0) on sensing of the channel
condition. With α = 0.5, we set the control parameter β = 0.3,
so the collisions in a time slot will repeat at most one time,
then its P j

k (i) will be smaller than β. In the following, we only
show the results of chain and grid topologies to exemplify the
performance of 2SLS, while the 2SLS scheme can be applied
to any network topology as long as the central controller knows
the interference set of all links and routing path of all flows.

TABLE I
THE SYSTEM CONFIGURATION USED IN THE SIMULATIONS

Paramter Value
Channel Bandwidth 11Mbps
Interface Queue Size 100 packets
Maximum Packet Size 1500 bytes
Traffic Load of Flows H.264 encoded VBR video films [24]

with 630Kbps mean rate
Transmission Range 250m
Interference Range 420m
TDMA slot/frame duration 1.2ms/60ms (50slots per frame)
Control parameters α = 0.5, β = 0.3

A. Chain topology

In the first scenario, we evaluate the performance of 2SLS
and the other schemes on a chain network topology with
three video flows, as shown Figure 1. The traditional fixed
TDMA-based slot allocation scheme can reserve 980Kbps of
bandwidth at most for each flow; otherwise, it will not be
schedulable. The proposed 2SLS can reserve a range of end-
to-end bandwidth (ϕmin

i , ϕmax
i ) equal to (630Kbps, 1.5Mbps),

so each flow can access more bandwidth when its traffic load
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is high and other flows have low traffic loads. Figures 8,
9, and 10 show the cumulative distribution frequency (CDF)
curves of the end-to-end delays of all packets belonging to
video flows 1, 2 and 3 respectively. Note that any packet
that has been dropped or is delayed longer than 600ms will
not been included in these figures. We observe that, in most
cases, the end-to-end delays under 2SLS are shorter than
those of the IEEE 802.11 protocol and the traditional fixed
TDMA-based slot allocation scheme with 630Kbps (mean)
and 980Kbps. If the end-to-end delay bound is 500ms for
each flow, the good-put ratios (the ratio of packets whose
end-to-end delay is shorter than 500ms) of video flows 1, 2
and 3 are 89.05%, 90.31% and 99.92% respectively. In this
scenario, the optimal scheme has a longer average end-to-
end delay than 2SLS on flow 3 because it allocates slots
to flows 1 and 2 first on the link (ne, nf ). Note that the
minimum end-to-end delays of video flows 1 and 2 under
2SLS and the traditional fixed TDMA-based slot allocation
scheme are 100ms and 60ms, respectively, because there are
scheduling delays in frame-based slot allocation schemes [16].
The optimal scheme schedules slots one by one, so there is
no scheduling delay.

Fig. 8. The CDF of the end-to-end delays of Flow 1.

Fig. 9. The CDF of the end-to-end delays of Flow 2.

Table II shows the average end-to-end delay and packet
dropping probability of each flow and the overall collision
probability under the compared schemes. We observe that the
TDMA-based slot allocation schemes, including 2SLS and the
optimal scheme, are collision-free. 2SLS outperforms IEEE
802.11 and the traditional fixed TDMA-based slot allocation
scheme. It also has a smaller dropping probability than the
optimal scheme. This is because the optimal scheme assumes

Fig. 10. The CDF of the end-to-end delays of Flow 3.

the queue length is infinite and it tends to serve the flow with
the longest path first, which results in many packets being
dropped by the link (ne, nf ) due to queue overflow.

B. Grid topology

The second scenario is a wireless mesh network comprised
of twenty-five wireless mesh nodes, as shown in Figure 11.
There are four video flows with a mean transmission rate of
630Kbps. In this topology, each flow must compete with other
flows for the channel resource in each hop. The traditional
fixed TDMA-based scheme can allocate, at most, 1260Kbps
of end-to-end bandwidth for each flow. In 2SLS, we set ϕmin

i

at the mean rate (630Kbps) and increase ϕmax
i from the mean

rate to 1760Kbps, which is the most end-to-end bandwidth
2SLS can access for each flow. The CDFs of the end-to-end
delays of all packets belonging to video flows 1, 2, 3, and 4
are shown in Figure 12, 13, 14 and 15 respectively.

Fig. 11. The network topology in the simulation for grid topology.

In this simulation, the traffic load of video 2 contains
many long-term bursts, so its packet dropping probability is
higher under the traditional fixed TDMA-based slot allocation
scheme. The 2SLS scheme can allocate more slots dynamically
to video flow 2 when it contains bursty traffic, and the
allocation will be maintained until the burst ends. Hence, 2SLS
outperforms the traditional fixed TDMA-based slot allocation
scheme on video 2. In contrast, the traditional TDMA scheme
outperforms 2SLS on video flows 3 and 4 because they must
compete with video flow 2 for the channel resource. Even so,
2SLS achieves better fairness between different flows. We use
four performance metrics in this simulation: the end-to-end
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TABLE II
COMPARISON OF THE PERFORMANCE OF DIFFERENT SCHEDULING SCHEMES ON THE CHAIN TOPOLOGY.

2SLS TDMA TDMA IEEE Optimal
980Kbps 630Kbps 802.11

End-to-end delay
Video 1 243.04 ms 551.64 ms 1732.02 ms 469.56 ms 57.37 ms
Video 2 183.13 ms 220.47 ms 941.41 ms 354.13 ms 47.01 ms
Video 3 29.86 ms 47.26 ms 359.02 ms 10.26 ms 30.10 ms

Dropping probability
Video 1 0.64 % 4.08 % 21.84 % 7.83 % 2.20 %
Video 2 1.82 % 4.44 % 20.43 % 10.04 % 2.57 %
Video 3 0.08 % 0.49 % 12.20 % 3.09 % 0.88 %

Collision probability 0.00 % 0.00 % 0.00 % 8.96 % 0.00 %

Fig. 12. The CDF of the end-to-end delays of Flow 1 in the grid topology.

Fig. 13. The CDF of the end-to-end delays of Flow 2 in the grid topology.

Fig. 14. The CDF of the end-to-end delays of Flow 3 in the grid topology.

delay, the dropping probability, the overall collision probability
and the average available slot ratio z′avg of different schemes
(see Table III). The average available slot ratio z′avg indicates
the efficiency of channel usage, and is defined as follows:

z′avg =

∑
vk∈V |Z′

k|
M · |V |

, (29)

Fig. 15. The CDF of the end-to-end delays of Flow 4 in the grid topology.

where Z′
k = {i | i /∈ Zk and i /∈ Zl, ∀l ∈ IF (vk)} is the set of

slots that have not been allocated to any neighbor link of vk.
The value of Z ′

k indicates the capability of link vk to accept
subsequent incoming flows. Here, we take the average ratio of
Z ′
k of all links to indicate the overall channel usage. A higher

z′avg ratio means the whole network has more unused channel
resources that can be allocated to subsequent incoming flows.
Note that the metric z′avg cannot fully describe the channel
usages of all links by itself. The distribution of channel usage
can be derived from the channel usage map constructed from
the Z ′

k of all links.
Figure 16 shows the average available slot ratio z′avg of

2SLS with different values of ϕmax
i . The z′avg keeps the same

during some maximum demand rate intervals because the unit
of channel resource allocation is slot. And the calculation of
slot requirement tk(j), which is defined in Equation (3), is
a step function of demand rate rk(j). We observe that the
ratio decreases as ϕmax

i increases. Under 2SLS, the average
available slot ratio is 0.104 when ϕmax

i is 1760Kbps, which is
higher than that of TDMA (1260Kbps). However, 2SLS can
provide more flexible bandwidth for all flows because each
flow can access up to 1760Kbps of bandwidth if there is a
burst in its traffic load.

In the final simulation, we evaluate the compared schemes
on flows with different mean traffic rates in the grid topol-
ogy. We selected four video flows from the video traces in
[24]. Their mean rates are 630Kbps, 510Kbps, 340Kbps and
320Kbps respectively. For each flow, we set ϕmin

i at the
mean rate and ϕmax

i at 3.4 and 2.5 times of ϕmin
i , where

3.4 ∗ϕmin
i is the largest value of ϕmax

i that 2SLS can handle.
In the traditional fixed TDMA-based slot allocation scheme,
the maximum bandwidth for each flow is 2.5 times of the
mean rate. The simulation results, listed in Table IV, show
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TABLE III
PERFORMANCE COMPARISON OF THE SCHEDULING SCHEMES IN THE GRID TOPOLOGY.

2SLS 2SLS TDMA TDMA IEEE Optimal
ϕmax
i =1760Kbps ϕmax

i =1260Kbps 1260Kbps 630Kbps 802.11

End-to-end
delay

Video 1 82 ms 104 ms 88 ms 830 ms 3114 ms 40 ms
Video 2 234 ms 431 ms 252 ms 830 ms 865 ms 41 ms
Video 3 208 ms 471 ms 127 ms 795 ms 2938 ms 42 ms
Video 4 207 ms 443 ms 149 ms 901 ms 842 ms 39 ms

Dropping
probability

Video 1 0.08 % 1.45 % 0.43 % 10.84 % 43.39 % 0.40 %
Video 2 0.52 % 3.18 % 1.80 % 14.09 % 22.07 % 1.07 %
Video 3 0.57 % 2.83 % 0.12 % 9.44 % 40.68 % 0.41 %
Video 4 0.84 % 2.95 % 0.27 % 11.46 % 17.57 % 0.60 %

Collision probability 1.01 % 1.42 % 0.00 % 0.00 % 24.19 % 0.00 %
Available slots ratio 0.104 0.251 0.102 0.480 N/A N/A

Fig. 16. The average available slot ratio of 2SLS under different values of
ϕmax
i .

that 2SLS performs well on flows with different mean rate
traffics.

VI. CONCLUSION

We have proposed a 2-stage link scheduling scheme (2SLS)
for TDMA-based wireless mesh networks to better utilize
the wireless spectrum and still meet real-time application
bandwidth needs. The scheme allocates a continuous region,
divided into conflict-free and multi-access slots. We considered
the continuity of allocated slots and the conditions that lead to
transmission collisions under the scheme. The introduction of
multi-access slots can accommodate the fluctuating bandwidth
demands of real-time applications. To improve the transmis-
sion performance, the on-the-go scheduling mechanism selects
the slots that are least likely to collide, without coordinating
with other links. Two enhancements to the proposed 2SLS are
designed to prevent transmission collisions. Our simulation re-
sults demonstrate that 2SLS achieves better channel utilization
than the IEEE 802.11 MAC protocol, and it is more flexible
and efficient than traditional TDMA-based mechanisms.

The 2SLS scheme only incurs a message overhead in the
first stage, i.e., slot allocation. The size of the overhead
depends on the inference model and the network topology.
Moreover, the scheme only needs the information about k-hop
neighbors; therefore, completing an allocation requires 4∗Dk

messages at most in the k-hop interference model, where 4
is the number of parameters used to represent the allocation
of a link, and D is the maximum degree of the network

topology. The traditional static approaches, which find a global
optimal solution without the restriction of using contiguous
allocations, have message overheads of O(M ∗N), where M
is the frame size and N is the number of nodes in the whole
network. The overhead is substantially larger than that of
2SLS. Furthermore, 2SLS does not need to exchange messages
in the second stage. Thus, we can rapidly assign bandwidth
to each link in order to meet frequently changing bandwidth
requirements without any overhead. Note that, although 2SLS
allocates slots to links, the mechanism and theory discussed in
this study can be used to allocate slots to each flow. However,
the overhead is considerably higher because the lifespan of
flows is much shorter than that of links. Therefore, it is not
advisable to allocate slots to flows.
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