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ABSTRACT
Clothing retrieval and clothing style recognition are impor-
tant and practical problems. They have drawn a lot of atten-
tion in recent years. However, the clothing photos collected
in existing datasets are mostly of front- or near-front view.
There are no datasets designed to study the influences of dif-
ferent viewing angles on clothing retrieval performance. To
address view-invariant clothing retrieval problem properly,
we construct a challenge clothing dataset, called Multi-View
Clothing dataset. This dataset not only has four different
views for each clothing item, but also provides 264 attributes
for describing clothing appearance. We adopt a state-of-the-
art deep learning method to present baseline results for the
attribute prediction and clothing retrieval performance. We
also evaluate the method on a more difficult setting, cross-
view exact clothing item retrieval. Our dataset will be made
publicly available for further studies towards view-invariant
clothing retrieval.

CCS Concepts
•Information systems→ Retrieval models and rank-
ing;

Keywords
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1. INTRODUCTION
View invariant object recognition and cross-view object

retrieval are important topics in computer vision and content-
based image search. However, due to the lack of large-
scale datasets, progress toward this direction is still lim-
ited. In this paper, we tackle the problem in the clothing
retrieval domain. We introduce a dataset containing multi-
view clothing images for each item collected in the dataset.
This dataset, termed as the Multi-View Clothing (MVC), is
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Figure 1: Some sample multiview clothing images
from MVC dataset.

organized with a regular setting and abounding attributes.
Each item contains four views in the MVC dataset, and the
attributes are arranged in a coarse-to-fine hierarchy such as
Women -> Shirts & Tops -> T Shirts -> Colors/Patterns.
With these attributes, one can verify the performance of a
multi-view retrieval algorithm, finding the key attributes ap-
propriate for view-invariant recognition, or facilitating the
attribute search of clothing images in arbitrary views.

Compared to the existing datasets, MVC has a unique
feature as it provides multiple views for a clothing item as
shown in Figure 1. Besides, the amount of annotated images
(161,260) is also large. Most publicly available datasets (eg.,
Clothing Attribute dataset[2], Colorful-Fashion dataset[12])
have only thousands of images. Apparel Style dataset [1] has
more (> 80, 000), but the image resolution is low. The MVC
dataset that contains more images and a well-annotated hi-
erarchy of attributes could be more suitable for learning fun-
damental feature representations for clothing retrieval.

We evaluate the performance of a recent successful deep
CNN model, VGG [19], on the proposed MVC dataset with
two different criteria. The first is attributed-based, where
the cross-view image retrieval is considered having higher
precision score if more attributes are matched. The second is
item-based, which deals with a more difficult setting that the
retrieval is treated correct if exactly the same item is found.
The experimental results serve as baseline performance for
further study and comparison.

This paper is organized as follows. In Section 2, we review
the related work. In Section 3, the construction of the Multi-
View Clothing (MVC) Dataset is introduced. We conduct
experiments and provide discussion in Section 4. Finally,
the concluding remarks are given in Section 5.

2. RELATED WORK
We first give a brief review on clothing retrieval/recognition

approaches. Then, we review publicly available datasets for
clothing retrieval and related research.



2.1 Clothing Retrieval
Clothing related studies can be roughly divided into the

following categories: clothing modeling [3, 16], segmenta-
tion [7, 20], recognition [21], recommendation [13], people
describing [4], classification [1], and retrieval [9, 2, 14, 6,
12]. They are summarized according to the feature types
employed as follows.

Formula-Based: One of the formula-based studies is
proposed by Chen et al. [3], where a context-based And-
Or graph is introduced to deal with the wide variability of
clothes configurations. Hasan et al. [7] built a prior shape
model by a Markov Random Field (MRF) formulation for
clothing segmentation.

Traditional Features Learning: These methods usu-
ally use hand-craft features combined with machine learn-
ing methods. Wang et al. [20] use clothing shapes to build a
Bayesian model to segment clothes. Another similar work [21]
adopts gender, age, skin, color and texture to train a linear
SVM for clothing recognition. Recently, Chen et al. [2] use
low-level features such as HOG [5] and SIFT [15] to learn
attribute classifiers. Liu et al. [14] extract HOG, LBP [17],
color moment, color histogram, and skin descriptor features
from human parts with a nearest neighbor search to solve a
cross-scenario clothing retrieval problem. Di et al. [6] also
use 5 different low-level features to learn linear SVMs for
clothing style recognition and retrieval.

Deep Features Learning: In past years, some deep
learning based approaches have been introduced to deal with
clothing retrieval. Chen et al. [4] built an Online Shop-
ping dataset containing 341,021 images for the problem of
describing people based on fine-grained clothing attributes.
They designed a double-path deep convolutional neural net-
work for the problem. Lin et al. [11] use the AlexNet [10]
with an additional latent layer to learn effective hash bits,
and perform a hierarchical deep search on a large dataset
containing 161,234 images for clothing retrieval.

Although the above two datasets are large, they are not
publicly available and thus the results cannot be further re-
fined or compared by others. In following section, we review
some publicly available datasets.

2.2 Datasets Publicly Available
Most datasets focus on the problem of clothing category

or attribute classification and clothing retrieval.
Clothing Attribute dataset [2] constructed by Chen et
al. [2] is designed for the attribute classification. This dataset
contains only 1,856 images and 26 attributes in total. The
image size for most clothes is around 260× 400 to 500× 750
pixels, where the resolution is somewhat insufficient for an-
alyzing detailed information.
Colorful-Fashion dataset [12] is a good source for fashion
data analysis. It consists of 2,682 images in total, and all the
pixels in the images are annotated with color and category
labels, where 13 colors and 23 categories are involved. The
image resolution of this dataset is 400× 600 pixels.
Apparel Style dataset [1] is another publicly available
dataset used in two tasks: clothing type classification and
attribute detection. For type classification, the authors col-
lected a dataset defining 15 clothing types and consisting of
over 80,000 images. For atribute detection, another dataset
with 25,002 images is constructed with 78 attributes. The
image resolution for most clothes is lower than 200 × 300
pixels. Although the size of this dataset is much larger than

Table 1: Comparison of clothing datasets
Datasets images attributes resolution

Clothing At-
tribute [2]

1,856 26 ≤ 500× 750

Apparel Style [1] 25,002 78 ≤ 200× 300
Colorful-
Fashion [12]

2,682 36 400× 600

MVC [ours] 161,638 264 1920× 2240

previous two datasets, its resolution is the lowest. We sum-
marized some information of these three dataset in Table 1.

In this paper, we introduce a dataset having more images
and attributes of a higher resolution, and it supports view-
invariant retrieval that is overlooked by previous studies.

3. MULTI-VIEW CLOTHING DATASET
In this section, we introduce the MVC dataset, which is

made publicly available1. Existing clothing datasets do not
take different viewing directions of clothes into account; they
often have front views only, which are unsuitable for eval-
uating cross-view clothing classification and retrieval tasks.
We introduce a new dataset containing four viewing angles
for each clothing item.

3.1 Data Collection
We collect the MVC dataset by crawling images from sev-

eral online shopping websites, such as Amazon.com, Zap-
pos.com or Shopbop.com. The challenge in constructing
the dataset is to gather complete four different views (front,
back, left, and right views) for each clothing item, as there
may be only two or three views available for some clothes.

In current stage, the MVC dataset consists of 37,499 items
and 161,638 clothing images, where most items have at least
four views. Most of the image resolutions are 1920 × 2240
pixels, which thus offers sufficient details for various clothing
related studies such as clothing attribute localization and
type classification. Some sample images with four different
viewing directions are shown in Figure 1.

3.2 Clothing Attributes and Categories
To measure the clothing retrieval accuracy, we propose

to use clothing attributes to establish the relevance between
two images. We collect the ground truth attributes from the
websites and manually select 264 attributes for similarity
evaluation.

These 264 attributes are organized into a three-layer hier-
archy. The first layer enforces the gender of clothes, which
contains two attributes, Men and Women. There are eight
categories for Men’s clothes and nine categories for Women’s
clothes, where most of them overlap, as shown in Figure 2.
The third layer contains more detailed attributes. Eg., in the
branch “Women->Shirts & Tops”, there are type, color, pat-
tern and style attributes. Type includes Blouses, Button Up
Shirts, T Shirts and Tank Tops. Color involves blue, brown,
green, ... etc. Horizontal stripes, floral print are some at-
tributes belonged to Pattern. Style contains attributes like
short-sleeve, round-neckline, long-dress.

The attributes in the first two layers are disjoint, i.e, each
image belongs to a single attribute in the first and second
layers, respectively. The third layer is non-disjoint, where
an image could have multiple attributes in this layer. Com-
bining the three layers forms a multi-label dataset. Some
basic statistics of MVC are summarized in Table 1.

1http://mvc-datasets.github.io/MVC/



Figure 2: The clothing categories of the first two
layers of the MVC dataset with some sample images.

Figure 3: The proposed cross-view clothing retrieval
approach. The outputs of three layers of VGG
model are late-fused for attribute prediction.

4. EXPERIMENTS
In this section, we first describe our method and experi-

mental settings, and then show experimental results on at-
tribute prediction, clothing retrieval and exact match.

4.1 Method
Considering the recent success of deep learning approaches,

we choose a popular deep CNN model, VGG [19], for cloth-
ing retrieval. In our experiment, the 16-layer VGG model is
selected because it offers similar performance as the 19-layer
VGG model but has fewer parameters.

The 16-layer VGG model pre-trained on the ImageNet is
fine-tuned on the MVC datasets by Caffe [8] for better fitting
the multi-view clothing domain. The soft-max loss function
(adopted for single-label classification) in the original VGG
model is modified to the sigmoid cross-entropy loss for multi-
label training on our problem. The final layer of the VGG
model is replaced with 264 outputs.

A deep model consists of multiple feature extractors in
different layers. Generally, lower layers extract features pre-
serving local characteristics, and higher layers capture more
global features with semantic information. Our approach
fuses different layers to predict the clothes attributes. As
it is time consuming to evaluate the performance of all lay-
ers, we simply choose three layers of VGG-16: 4-th (conv3-
128), 13-th (conv3-512), and 15-th layers (FC-4096) in this
work. To avoid the high dimensionality of the feature space,
we choose not to fuse the extracted features directly, but
late-fuse the attributes predicted by the three networks, as
shown in Figure 3. The final prediction is then determined
by a decision-fusion rule that is introduced below.

(a) Precision of 264 attributes

(b) Recall of 264 attributes

(c) F1-score of 264 attributes

Figure 4: The precision, recall, and F1-score of 264
attributes for the fusion system.

4.2 Experimental setting
We conduct several experiments on MVC dataset with

the following setting. First, we randomly select one image
for each clothing item to form the training set. We then
randomly select another image of a different view-angle from
the rest images of each clothing item to built the validation
set. Finally, all the remaining images serve as the test set.

The validation set is used in deep CNN training to choose
a stopping time on the Caffe package [8]. It is also used
for building the decision-fusion rule. First, we get three
attribute-prediction results via the three deep networks, re-
spectively, based on the validation set; three F1-scores are
accordingly computed per attribute. Then, for each at-
tribute, the network with the highest F1-score on the vali-
dation set is chosen as the winner for this attribute on the
test set. Eg., if attribute 1 has F1-scores 0.55, 0.68, 0.47
with L4, L13, L15 networks, respectively on the validation
set, then the L13 prediction results are chosen for attribute
1 in the test stage.

4.3 Results
Attribute recognition. We use precision, recall, and F1-
score to evaluate the attribute recognition performance. Be-
cause each image is predicted as being with/without each
of the 264 attribute labels, the prediction accuracy per at-
tribute can be computed by comparing the predicted labels
with ground truth labels, as shown in Figure 4.

Among them, 35 attributes are predicted over 80% accu-
racy (in F1-score), such as Bras, Snow Pants, Short Sleeves.
They can be termed as the clothing attributes easier to rec-
ognize; 93 attributes are within the accuracy between 50%
and 80%, including V-neck, Fringe, Scalloped, and so on.
These attributes are termed with middle-level difficulty. 136
attributes are recognized below the accuracy 50%, such as
Ultra Low Rise, Unlined, Wide Leg, referred to as the dif-
ficult attributes in MVC dataset. The results may be ex-
plained as follows. If the attributes (e.g., Short Sleeves)
clearly show their distinction on clothing images for human
eyes, they would be recognized better than those (e.g., Un-
lined) that are uneasy to be examined by human eyes.



Figure 5: precision@k curve of clothing retrieval.

Table 2: Accuracy for top-1, top-5, top-10 and top-
20 exact clothing match

Method top-1 top-5 top-10 top-20

Layer-4 0.32 % 1.28 % 2.20 % 3.57 %
Layer-13 2.96 % 8.72 % 12.92 % 18.46 %
Layer-15 5.28 % 13.95 % 19.70 % 26.78 %
Fusion 5.31 % 14.01 % 19.74 % 26.81 %

Clothing retrieval. We treat each network’s outputs as
a feature vector of 264 dimension, and perform retrieval by
using Euclidean distance in the feature space. We inves-
tigate the impact of different layers of the network in this
experiment as well.

The retrieval performance is measured by the multi-attribute
precision calculation suggested in [18]. Given a test image t,
the retrieval procedure will assign a rank to all images in the
dataset (here, the training set). A top-k retrieval precision
with respect to a test image t is,

Precision(k) =

∑k
i=1 R(i)

N
, (1)

where R(i) is the relevance between t and the ith ranked
image, and N is a constant making the precision score 1.
Details can be found in [18]. Figure 5 shows the retrieval re-
sults with different networks. It can be observed that higher
layers perform more favorably than lower layers for all k.

These results provide baseline performance for future stud-
ies and comparisons on the cross-view clothes retrieval prob-
lem introduced in this paper.
Exact match. The exact clothing match considers a re-
trieval result correct if one of the item in the top-k retrieved
images is the same as that of the query image. We list top-1,
top-5, top-10 and top-20 exact match results in Table 2. As
can be seen, higher layers perform better than lower layers
in this setting too, and the fusion system offers the highest
matching accuracy. The results also reveal that finding ex-
actly matched clothing item is more difficult than retrieving
similar items.

5. CONCLUSIONS
We introduce a new dataset MVC with abundant at-

tributes, and investigate a practically challenging problem,
view-invariant clothing retrieval/match. MVC has 37,499
items and 161,638 clothing images with 264 attributes. We
present a modified VGG-16 deep CNN network for multi-
labels prediction to evaluate the performance. Our solu-
tion serves as a baseline in attribute recognition and cross-
view clothing retrieval. In the future, we plan to enrich the
dataset regarding attribute, size, view and application, and
offer more results on the problem.
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