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 Abstract—Although extremely tedious, collecting multi-angle 

facial prototypes is essential for face-related applications such as 
detection, tracking, recognition, and pose estimation.  To reduce 
the work load, we propose a user-friendly interface that is 
designed to collect multi-angle facial prototypes in a fast and 
tractable manner.  A user-friendly interface called dynamic 
cursor is designed to guide users in the operation of 
orientation-enforced video acquisition.  A new problem, called 
the orientation-enforced face detection problem is defined and 
solved for multi-angle facial prototype collection.  Our method 
can help to build a fast and user-friendly face registration 
module for face-related applications. 
 

Index Terms—Facial prototypes collection, face detection, face 
tracking. 

I. INTRODUCTION 
OLLECTING multi-angle facial prototypes is very 
tedious and time-consuming.  The process typically 

requires a volunteer to orientate his/her head according to the 
system operator’s instructions, while images are taken from 
various angles.  Each image must then be cropped so that 
only the facial region is retained.  Also, to ensure that only 
the appropriate facial regions are cropped, each image usually 
has to be cropped manually. 

The on-line collection of multi-angle facial prototypes of 
new users is important in order to build a good face-related 
application system.  For example, in the eigenface method 
proposed by Turk and Pentland [12], multiple face samples of 
a person have to be collected to build an eigenspace.  It is 
particularly important if an application system is moved to a 
different environment, where facial prototype collection must 
usually be performed again, in order to adapt the system to the 
new environment.  On-line collected facial prototypes can 
also serve as useful information to tune or re-train application 
systems.  However, a tedious facial prototype collection 
process hinders the willingness of people to become new users.  
Hence, an efficient on-line multi-angle human facial prototype 
collection process is important for real applications and is one 
of the key issues in making face-related applications popular. 
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In this paper, we propose a method for the efficient 
collection of multi-angle facial prototypes.  We use an 
interactive technique called dynamic cursor, which is a 
moving cursor that guides the user’s attention.  The 
remainder of the paper is organized as follows.  Section II 
describes the dynamic-cursor system.  Section III describes 
the method developed to solve the orientation-enforced face 
detection problem in a video.  Section IV addresses some 
implementation issues.  In Section V, we give the results of 
our experiments.  In Section VI, an application example is 
presented.  Finally, our conclusions and a discussion are 
given in Section VII. 

II. DYNAMIC CURSORS 

Our system framework consists of a mainframe, a monitor 
screen, and a camera that is mounted on the top or bottom of 
the screen.  A user sits in front of the monitor in a prescribed 
position and rotates his/her head.  We then take a video of 
the user and crop multi-angle facial prototypes automatically. 

In this system, the user may rotate his/her head arbitrarily 
and an automatic cropping process can be used to find the 
facial regions in the video sequence.  However, facial 
prototypes collected in this manner may not contain all the 
required angles.  To overcome this difficulty, a moving 
cursor is used to guide the user’s head movement so that video 
frames can be taken from prescribed angles.  Our system 
configuration is illustrated in Fig. 1(a).  To collect a 
complete set of facial prototypes within a range in which the 
screen remains visible to the user, the cursor movement is 
designed to follow a zigzag track, as shown in Fig. 1(b).  A 
user is asked to rotate his/her head by following the cursor 
while the video is being made.  As a result, each frame of the 
video contains a facial image that corresponds to a known 
cursor position.  An example of the acquisition process and 
the resulting video is shown in Fig. 2. 

However, cropping a facial region in each frame of the 
video causes a particular face detection problem.  Since the 
user is asked to rotate his/her head so that the moving cursor 
remains visible to him/her (or more intuitively, the user can 
keep “facing” the cursor), there is a one-to-one mapping 
between the cursor positions and the head orientations.  We 
call this specific detection problem the orientation-enforced 
face detection problem because of the a priori knowledge that 
each frame contains a facial region in association with a given 
cursor position (or head orientation).  This problem has not 
been well studied before.  We will focus on the 
orientation-enforced face detection problem and present an 
effective approach, based on video inputs, for solving it. 
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III. ORIENTATION-ENFORCED FACE DETECTION IN A VIDEO 

Before presenting our detailed algorithm, we analyze two 
visual clues that are useful for solving the video-based 
orientation-enforced face detection problem.  The first clue is 
that each single frame in the input video contains a face with a 
roughly known orientation, while the second clue is that the 
face location in the video varies continuously.  To utilize 
these visual clues in a consistent and integrated way, we 
propose the following probabilistic framework.  The 
video-based orientation-enforced face detection problem is 
formulated as a shortest-path problem in a matching graph, in 
which the two visual clues are encoded as the node and edge 
costs of the graph, respectively. 

A. A Probabilistic Framework 
In our approach, the video-based orientation-enforced face 

detection problem is formulated as one of maximizing an a 
posteriori probability measure.  Given a video containing K 
frames, I1, I2, …, IK, each frame Ik (k=1,…K) is taken under 
the k-th orientation (i.e., the k-th cursor position).  Our 
purpose is to find the most probable facial region in each 
frame.  Several scaled input images are generated to find 
possibly scaled facial regions in each input image.  Let a set 
of ascending scaling factors be S = {s1,…,sL | 0<s1<s2<…<sL}.  
We define the l-th scaled input image, Ik

l, as a (slW)×(slH) 
image generated by linearly scaling Ik, where W and H are 
respectively the width and height of Ik (k=1,…, K).  Since a 
facial region may occur in any position and scale in an image, 
we define the facial region candidate as

kxI , where xk is a 

position/scale vector (ck, rk, lk) that specifies an n × n image 
block with its upper-left point being (ck, rk) in the scaled 
image frame kl

kI , for 0≤ck<(
kl

s W)−n, 0≤rk<(
kl

s H)−n, 

lk=1,…, L. 
Let ωk be the set consisting of all possible facial prototypes 

under the k-th orientation.  We hope to find the proper facial 
regions *

xk
I  corresponding to the position/scale vector xk, 

k=1,…, K, which maximize the following a posteriori 
probability: 

arg
Kxx ,...,1

max P(x1,…, xK|I1,…, IK) 

= arg
Kxx ,...,1

max  P(I1,…, IK|x1,…, xK) ⋅ P(x1,…, xK) / P(I1,…, IK) 

= arg
Kxx ,...,1

max  P(I1,…, IK|x1,…, xK) ⋅ P(x1,…, xK).        (1) 

Assume that: 
(i) P(Ik|xk), k=1,…, K are independent of each other, and 
(ii) P(x1,…, xK) can be modeled by a first-order Markov 

chain.  That is, P(xk+1|x1,…, xk) = P(xk+1|xk) for all 
k=1,…, K−1. 

Then, (1) becomes: 
arg

Kxx ,...,1

max ∏
= K,...,k 1

P(Ik|xk)⋅P(x1)⋅ ∏
−= 11 K,...,k

P(xk+1|xk) 

= arg
Kxx ,...,1

max P(x1) ∏
= K,...,k 1

P(
kxI ∈ωk)⋅ ∏

−= 11 K,...,k
P(xk+1|xk)    (2) 

In (2), P(
kxI ∈ωk) is the probability that the cropped region 

kxI  is a facial image at the k-th orientation, which is referred 

to as the probability caused by prototype evidence (PPE).  
The other term P(xk+1|xk) is the transition probability from the 
current position/scale xk to the next one xk+1, which encodes 
motion continuity and is referred to as the probability caused 
by temporal continuity (PTC).  To evaluate (2), the above 
probabilities are specified as follows. 

The probability P(
kxI ∈ωk) is the probability that 

kxI  is an 

k-th orientation facial image.  We assume that ωk forms a 
Gaussian distribution with mean fk and covariance matrix ∑k 
in the n×n dimensional image space.  Hence: 

P(
kxI ∈ωk) = exp(− ∑− −− 1 2)/()( k kx

t
kx fIfI

kk
)/Zk, 

for k=1,…,K, where Zk is the normalization constant making 
P(

kxI ∈ωk) a legal probability density function. 

Because consecutive images of a moving face are inputs, 
P(xk+1|xk) will be large when xk is close to xk+1.  We also 
model P(xk+1|xk) as a Gaussian distribution by: 

P(xk+1|xk) = 

 
otherwise,0,

 if,)/)/2((exp ,1
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1
2
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where xk=(ck, rk, lk,), xk+1=(ck+1, rk+1, lk+1), and Z is a constant 
for normalization.  We set P(xk+1|xk) to zero when the scale lk 
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Fig. 2.  (a)(b)(c) Illustrations of the video-acquisition process. (d) Image 
frames of the acquired video. 

  

 

 
(a)     (b) 

Fig. 1.  (a) Configuration of the acquisition system. (b) The zigzag 
movement track of the dynamic cursor. 
 



and lk+1 are different.  It is because that, in our 
dynamic-cursor system, a user sits in front of the monitor with 
a generally fixed distance to the camera.  The cropped faces 
of a user under various orientations thus have approximately 
the same scales. 

An equal a priori assumption is applied to all initial 
positions/scales by setting P(x1) = 1/p for all x1 ∈ Γ = {(c, r, l) 
| 0≤c<(slW)−n, 0≤r<(slH)−n, l=1, …, L}, where p is the 
cardinality of Γ. 

Taking a natural log of (2), we derive the equation: 
arg

Kxx ,...,1

max ln [P(x1) ∏
= K,...,k 1

P(
1+kxI ∈ωk). ∏

−= 11 K,...,k
P(xk+1|xk)] 

= arg
Kxx ,...,1

min J(x1,…,xK;I1,…,IK), 

where J(x1,…,xK;I1,…,IK) =  

From (3), finding the x*
1,…, x*

K that maximizes the a 
posteriori probability is equal to finding the x*

1,…, x*
K that 

minimizes the objective function J(x1,…,xK;I1,…,IK). 
This is computationally infeasible if a brute-force method 

is used to find the optimal solution.  We solve this problem 
by transforming it into a shortest-path search problem in a 
matching graph, as shown below. 
B. Matching Graph and Shortest Path 

We construct a graph G with K levels.  In each level, there 
are p nodes where p is the number of all facial region 
candidates in an input image.  In the k-th level (k=1,…,K), 
nodes are denoted as Vk;1, Vk;2, …, Vk;p which represent p 
facial region candidates in this input image.  For adjacent 
levels k and k+1, (k=1,…,K−1), the edge Ek;j;i connects Vk;j 
and Vk+1;i if lk = lk+1 (i.e., the two nodes are of the same scale).  
Fig. 3 shows an illustration of graph G. 

We define the node cost and the edge cost as follows. 
Node cost is used to encode the log likelihood of PPE in 

(3).  Each node Vk:j is assigned a cost 
Cost(Vk:j) = ∑− −− 1 )()( k kx

t
kx fIfI

kk
.        (4) 

Edge cost is used to encode the log likelihood of PTC in (3).  
For each edge Ek;j;i, we define  

Cost(Ek;j;i) = 222 )/( σ||rr||||cc|| kkkk 11 ++ −+− .    (5) 
The node and edge costs have very straightforward 

interpretations.  Equation (4) is a Mahalanobis distance that 
measures the possibility that the candidate region 

kxI  is an 

image of a face under the k-th orientation.  Equation (5) is a 
penalty term that penalizes interrupted motions. 

Each path, starting from a node in image 1 and ending at a 
node at input image K, represents a sequence of facial region 
candidates.  The cost of the path is the sum of the node and 
edge costs along this path.  Our goal is to find the 
minimal-cost (or the shortest) path in the matching graph.  

The matched nodes on the minimal-cost path represent the 
most probable facial region candidates that satisfy both 
prototype similarities and temporal consistencies.  The 
Dijkstra algorithm [5] is used to find the shortest path.  It 
solves the single-source shortest-path problem on a weighted, 
directed graph G = (V, E) when all edge weights are 
nonnegative.  It maintains a set Y of vertices with 
shortest-path weights from the root.  The algorithm 
repeatedly adds another vertex to the set Y in which the vertex 
is the point with minimum shortest path to the root and 
belongs to the set of V−Y, and relaxes all edges leaving this 
vertex.  A detailed description can be seen in [5].  After 
performing the Dijkstra algorithm, each node along the 
shortest path then represents the detected facial region in each 
frame. 

C. Pre-collected Training Data 
To evaluate the node cost, we have to estimate: 1) fk, the 

mean face under the k-th orientation, and 2) ∑k, the covariance 
matrix.  In our approach, videos of several users are taken for 
training (in the experiment, there were ten users) and a facial 
region in each frame is manually cropped.  Each user has K 
orientations (in association with the pre-selected K cursor 
positions) to be cropped, and K is typically 25 in our work.  
For the k-th orientation, we calculate the mean face fk and the 
sample covariance matrix ∑k of cropped faces (k=1, …, K).  
Fig. 4 shows the manually cropped training data of three 
users. 

IV. IMPLEMENTATION ISSUES 

A. Lighting Correction 
To compensate for the problem caused by different 

illumination conditions, the light-correction process 
introduced in [9] is adopted to normalize the intensities of the 
facial region candidates in the input images and the 

 
Fig. 3.  An example of a matching graph.  The graph has K levels and 
each level represents an input image.  Nodes in the k-th level represent 
facial region candidates under the k-th orientation.  Nodes of the same 
color are of the same scale.  In this example, there are three scales marked 
with black, white, and gray.  It is not allowed to go from one scale to 
another.
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pre-collected facial templates.  Here, we briefly review this 
method. 

First, for each image in the video, we fit a plane to the 
intensities of it.  Let the fitted plane be: 

z = au+bv+c                 (6) 
where u, v is the pixel position in the image and z is the fitted 
intensity.  We use the standard least-squared procedure to 
perform the fitting.  To compensate for the 
illumination-variation influence, we subtract the fitted z value 
from the original intensity of each image.  The subtracted 
image is further processed by histogram equalization to form a 
lighting-compensated image, which then serves as the input 
image for facial prototype collection. 

B. Coarse-to-fine Shortest-path 
To find the facial region in the k-th input image, we treat all 

possible positions as facial region candidates in the probabilistic 
framework introduced in Section III.  However, the 
computational cost may be high.  To speed up the process, we 
use a coarse-to-fine strategy in our implementation.  The idea 
is to repeat the shortest-path search algorithm T times from a 
low-resolution image to a high-resolution image. 

In our implementation, an image pyramid is built for each 
image.  The image pyramid is constructed by recursively 
halving the resolutions in both row and column directions of an 
image.  At the coarsest-level, all the positions are considered 
as centers of possible candidate regions.  When the shortest 
path has been found at the coarsest level, its corresponding 
candidate positions and scales serve as an initial estimate of 
those for the next finer level.  Furthermore, the positions and 
scales that are far from the shortest path will be ignored in the 
next finer level.  Hence, not all positions and scales are 
addressed in the finer level, which speeds up the search process.  
Although this does not ensure finding the globally shortest path 
in association with the highest resolution images, in our 
experience, very good sub-optimal paths can be found and the 
obtained solutions are very convincing. 

V. EXPERIMENT RESULTS 

Each input image is 102×60 and scaled by factors {0.8, 0.9, 
1, 1.1, 1.2}.  The facial candidate region is an n×n block, 
where n=32.  Two experiments are performed to evaluate the 
proposed approach.  Section V.A. describes the 
model-selection process that is performed to tune the 
parameters, while Section V.B. shows the results under 
different conditions. 

A. Cross-validation Performance and Model Parameter 
Selection 

The only parameter that needs to be tuned is 1/ 2σ , the 
weight of the edge cost in (5) (where the weight of the node 
cost is 1).  To determine the parameter with a good 
performance, we perform a 5-fold cross-validation model 
selection on the pre-collected training data from the ten 
subjects mentioned in Section III.C.  Typically, in m-fold 
cross-validation, m examinations are performed and each of 
them involves (m-1)/m data for training and the remaining 1/m 
data for test.  Hence, in 5-fold cross validation, the training 
data is divided into five parts and each part contains two users, 
where four parts of them are treated as training data in turn 
and the other part is treated as validation data. 

For a particular parameter value to be evaluated, the facial 
prototypes of eight users (i.e., four folds) serve as the training 
data for calculating the mean face fk and the sample 
covariance matrix ∑k for setting the node cost in (4).  We use 
the video containing the faces of the other two users in the 
remaining fold as the testing data and employ our algorithm to 
find the facial regions automatically.  After cross validation 
among the five folds has been done, the error measurement is 
defined as the average Euclidian distance between the center 
positions of the facial regions found automatically and those 
manually cropped.  We have investigated σ over a wide 
range and found that σ=1 is one of the parameters that have 
the best performance.  In this case, the average distance error 
is 7 (pixels) in a 640×480 image, compared with the manually 
cropped region.  This is sufficiently accurate for many 
face-related applications. 

B. Other Experiments 
Experiments were carried out to evaluate the performance 

of our approach in different environments with different users.  
Fig. 5 shows the prototype collection result for a novel user in 
an environment different from the one in which the training 
prototypes were collected, and Fig. 5 and Fig. 6 show the 
results of dimming and brightening the lighting for the same 
user.  Fig. 7 shows the prototypes collected in an outdoor 
environment.  In general, it takes about 30 seconds to crop 
25 images with 640×480 resolution by using the proposed 
method.  These results demonstrate that our system works 
well in various conditions.  Assume that the width and height 
of a screen are w and h, respectively, and the distance between 
user and screen is d.  The left-right and up-down viewing 
angles can be calculated by using the equations θleft-right = 
2×acot(2×d/w) and θtop-down = 2×acot(2×d/h), respectively.  In 

  

 
Fig. 4.  The manually cropped training data of three of the ten subjects. 



our case, w, h and d are 38, 33, and 62 Centimeters, 
respectively, and the left-right the up-down angular 
differences are about 35° and 30°, respectively. 

VI. AN APPLICATION EXAMPLE 

The multi-angle facial prototypes collection method 
developed in this paper can be employed in many face-related 
applications.  For example, a sequence of well-segmented 
facial images is a suitable input for sequence-based face 
recognition and verification.  Furthermore, the cropped facial 
images with known orientation can also be applied to 
face-pose estimation.  In this section, we implement a 
face-pose estimation system by using the conjugate-gradient 
search framework in [8], and the support vector regression 
(SVR) [6] to estimate the orientation of a human head, and the 
result is shown in Fig. 8.  In [8], the authors proposed a face 
pose estimation framework by using the conjugate-gradient 
search.  In their work, face is tracked by using off-line 
collected human facial templates firstly and then its 
orientation is estimated in a Gabor wavelet projected image 
space.  In addition, Li et al. [6] suggested a face detection 
and recognition framework by using support vector machine 
(SVM).  To increase its accuracy, the SVR is used to 
estimate head pose, but facial templates are cropped manually 
under controlled conditions in [8].  Instead of cropping facial 
regions manually from various video sources as training data, 
a prototype collection module is built by using the method 
introduced in this paper to automatically collect multi-angle 
facial prototypes.  This greatly increases the operating 
convenience of the system and reduces the workload when 
new prototypes have to be collected. 

VII. CONCLUSIONS AND DISCUSSION 

We have designed an interactive system for the on-line 
collection of multi-angle facial prototypes in this paper.  By 
guiding the user’s attention with a cursor moving along a 
particular trajectory, we pose a new type of face-detection 
problem − the orientation-enforced face detection problem.  
To deal with this issue, we formulate a probabilistic 
framework.  We show that the problem can be reduced to a 
shortest-path-searching problem in a matching graph, using 
the Dijkstra algorithm to solve it. 

Experimental results show that our method can collect 
multi-angle facial prototypes effectively.  The collected 
prototypes can be used for applications such as face pose 
estimation (for which an example is shown in Section VI); 
face recognition and authentication [1][3][4][7][10][13][14]; 
and multi-view face detection [2][11][15].  By using our 
approach, multi-angle facial prototype collection can be made 
easy and user friendly. 

Our dynamic-cursor interface is not only suitable for 
multi-angle facial prototype collection, but also has great 
potential to be integrated into a face recognition task, leading 
to a new type of face recognition framework – the 

orientation-enforced face recognition framework.  Therefore, 
it’s likely that face recognition will be made easier, since 
rough face angles can serve as extra informative knowledge.  
In future research, we will investigate the orientation-enforced 
face recognition framework. 
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Fig. 5.  An example of a multi-angle facial prototype collected in an indoor environment.  (a) Image frames of an acquired video.  (b) Multi-angle facial 
prototypes cropped by using our method with image resolutions being 32×32. 
 

Fig. 6.  Collection of multi-angle facial prototypes of the same person of Fig. 6 under different illumination conditions.  (a) Image frames of an acquired video.  
(b) Multi-angle facial prototypes cropped by using our method with image resolutions being 32×32. 
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Fig. 7.  Multi-angle facial prototypes collected in an outdoor environment.  (a) Image frames of an acquired video.  (b) Multi-angle facial prototypes cropped 
by using our method with image resolutions being 32×32. 

 

 
Fig. 8.  Head orientation estimation combining conjugate-gradient search and support vector regression.  The enrollment module of this system was built using 
the multi-angle facial prototype collection method proposed in this paper. 

(a) (b) 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


