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Abstract

In the previous studies onk-edge fault tolerance with respect to hypercubesQn , matrices for generating linear
k-EFT(Qn) graphs were used. LetEFT L(n, k) denote the set of matrices that generate lineark-EFT(Qn) graphs.
A matrix in EFT L(n, k) with the smallest number of rows among all matrices inEFT L(n, k) is optimal. We
useeftL(n, k) to denote the difference between the number of rows and the number of columns in any optimal
EFT L(n, k) matrix. In terms of Hamming weight, in this work we present a necessary and sufficient condition for
those matrices inEFT L(n, k) and another necessary and sufficient condition for those matrices inEFT L(n, k) of

the form
[

In
D

]
. We also prove thateftL(n, k + 1) ≥ eftL(n, k) + 1 and thateftL(n, k + 1) = eftL(n, k) + 1 if k is

even.
© 2005 Published by Elsevier Ltd
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1. Introduction

In this work, anygraph means an undirected graph in which multiple edges are allowed. Let
G = (V, E) be a graph whereV is the vertex set ofG and E is the edge set ofG. For any vertex
x of V , degG(x) denotes its degree inG. Let E ′ be a subset ofE . We useG − E ′ to denote the spanning
subgraph ofG with its edge setE − E ′.
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We usually use a graph to represent the architecture of an interconnection network, where nodes
represent processors and edges represent communication links between pairs of processors. Faults may
occur in nodes/or edges of an interconnection network. We restrict faults to edges only in this work.
Motivated by the study of computer and communication networks that can tolerate failure of their
components, Harary and Hayes [1] formulated the concept of edge fault tolerance in graphs. Given a
target graph H = (V, E), let G = (V, E∗) be a supergraph ofH . G is said to bek-edge-fault-tolerant
with respect toH , denoted byk-EFT(H), if for any F ⊆ E∗ and|F | = k, G − F contains a subgraph
isomorphic toH . ThegraphG∗ is said to beoptimal if G∗ contains the smallest number of edges among
all k-EFT(H) graphs. In this work, the target graphs are hypercubes. Edge-fault-tolerant graphs with
respect to hypercubes have been studied in [1–6].

For interconnection networks proposed in the literature, the hypercubesQn are among the most
popular topologies [7]. Let u = un−1un−2 . . . u1u0 andv = vn−1vn−2 . . . v1v0 be two n-bit strings.
We useu +v to denote the bitwise boolean sum ofu andv. TheHamming weight of u, denoted byw(u),
is defined to bethenumber ofi with 0 ≤ i ≤ n − 1 such thatui �= 0. TheHamming distance between
u andv, denoted byh(u, v), is thenumber ofi with 0 ≤ i ≤ n − 1 such that ui �= vi . Obviously,
h(u, v) = w(u + v). Then-dimensional hypercube, Qn, consists of all then-bit strings as its vertices
and two verticesu andv areadjacent if andonly if h(u, v) = 1.

Yamadaet al. [6] used a vector-space approach to developk-EFT(Qn) graphs fork ≥ 1. Let B be
anym × n matrix over G F(2) and R be a proper subset of{1, 2, . . . , m}. We useB(R̄) to denote the
matrix obtained fromB by deleting those rows with indices inR. Let k be any positive integer. Assume
that B is anm × n matrix such that the rank ofB(R̄) is n for any |R| ≤ k. With this matrix B, we
can build a graphG B = (Vn, EB) whereVn = V (Qn) and anyvertexv ∈ Vn is joined tou if and
only if u = v + r i wherer i is thei-th row vector of B. Obviously, the degree of any vertexv in G B
is m. We call the edge joiningv to v + r i of classi . Suppose thatE ′ is a subset ofEB with |E ′| ≤ k.
Let R = {i | e is an edge inE ′ and e is of class i}. Obviously, |R| ≤ k. Hence the rank ofB(R̄)

is n. Thus, we can choosen linearly independent rows fromB(R̄). Obviously, all the edges of classes
in B(R̄) induce a graph isomorphic toQn. Hence, G B is a k-EFT(Qn). We call the corresponding
graphG B a linear k-EFT(Qn). Let EFT L(n, k) denote the set of matricesB such thatG B is a linear
k-EFT(Qn). Obviously, the matrixB ∈ EFT L(n, k) with the smallest number of rows will derive a
lineark-EFT(Qn) graph with the least number of edges among all lineark-EFT(Qn) graphs. Thus, we
say a matrix B ∈ EFT L(n, k) with the smallest number of rows is anoptimum linear k-EFT(Qn) and
we useeftL(n, k) to denote(m − n) wherem is the number of rows in any optimum lineark-EFT(Qn).

Actually the concept of lineark-EFT(Qn) had already been used before the formulation proposed by
Yamadaet al. [6]. Bruck et al. [2] used this approach to construct the 1-EFT(Qn). Assume thatB is a
matrix in EFT L(n, k). Obviously, the rank ofB is n. By changing coordinates, we can transformB into[

In
D

]
=

[
In

d1, d2, . . . , dn

]
. Shih and Batcher [3] proved that any suchB in EFT L(n, k) satisfies the following

two conditions: (1)w(d j ) ≥ k for every 1≤ j ≤ n; i.e., the Hamming weight of eachdi is at leastk; and
(2)w(di +d j ) ≥ k−1 for every 1≤ i < j ≤ n; i.e., the Hamming distanceh(di , d j ) betweendi andd j

is at leastk−1. With this observation, they employed an ad hoc program to verify edge fault tolerance and
thus generate optimal lineark-EFT graphs fork = 2, 3 andn ≤ 26. Sung et al. [4] show that the above
two conditions are actually the necessary and sufficient conditions for matrixB ∈ EFT L(n, k) with
k = 2. They also show thateftL(n, 3) = eftL(n, 2)+1 andpresent a construction scheme for the optimal
lineark-EFT(Qn) for k = 2, 3. They also conjectured thateftL(n, 5) = eftL (n, 4) + 1. In the following
section, we extend the idea in [6] to present some necessary and sufficient conditions for matrixB to be
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in EFT L(n, k). We also prove thateftL(n, k + 1) ≥ eftL(n, k) + 1 andeftL(n, k + 1) = eftL(n, k) + 1 if
k is even.

2. Edge-fault-tolerant graphs for hypercubes

Let B be anym × n matrix andR be any proper subset of{1, 2, . . . , m}. Using columnvectors, we
can writeB as[c1, c2, . . . , cn] andB(R̄) as[c1

R, c2
R, . . . , cn

R]. Let h be a column/or row vector. We use
htr to denote the transpose ofh.

Theorem 1. B is a matrix in EFT L(n, k) if and only if the Hamming weight of any column vector, that is,
a summation of t different columns of B with 1 ≤ t ≤ n, is greater than k, i.e., w(ci1 +ci2 +· · ·+cit ) > k
for any 1 ≤ i1 < i2 < · · · < it ≤ n and 1 ≤ t ≤ n.

Proof. Suppose thatB is a matrix such that the Hamming weight of some column vector, that is, a
summation of t different columns ofB with 1 ≤ t ≤ n, is at mostk. In other words, there exist
some 1≤ i1 < i2 < · · · < it ≤ n and 1 ≤ t ≤ n satisfying w(ci1 + ci2 + · · · + cit ) ≤ k. Let
h = (h1, h2, . . . , hm)tr = ci1 + ci2 + · · · + cit . Let R = {i | hi = 1}. Obviously,|R| = w(h) ≤ k and
ci1

R + ci2
R + · · · + cit

R = 0. Therefore,{ci1
R , ci2

R , . . . , cit
R} is linearly dependent. Hence, the rank ofB(R̄) is

less thann. Therefore, B �∈ EFT L(n, k).
On the other hand, suppose thatB is a matrix such that the Hamming weight of any column vector,

that is, a summation oft different columns ofB with 1 ≤ t ≤ n, is greater thank. Let R be any subset of
{1, 2, . . . , m} with |R| ≤ k. Obviously, any nontrivial linear combination of at mostn different columns
of B(R̄) is not zero. Hence the rank ofB(R̄) is n. Therefore, B ∈ EFT L(n, k). �

Theorem 2. eftL(n, k + 1) ≥ eftL(n, k) + 1. Moreover, eftL (n, k + 1) = eftL(n, k) + 1 if k is even.

Proof. Let B∗ be any matrix inEFT L(n, k + 1). Let B be any matrix obtained by deleting any row from
B∗. Obviously,B is a matrix inEFT L(n, k). Hence,eftL(n, k + 1) ≥ eftL(n, k) + 1.

Assume thatk is an even integer. LetB = (bi, j ) be anym×n matrix inEFT L(n, k). Form anew matrix
B ′ = (b′

i j ) from B by adding a new row(b′
m+1,1, b′

m+1,2, . . . , b′
m+1,n) whereb′

m+1, j = ∑m
i=1 bi, j .

In other words, the new row is the even parity check row ofB. Hence, the Hamming weight of any
column in B ′ is even. Thus, the Hamming weight of any linear combination of column vectors ofB ′ is
even. Let h = (h1, h2, . . . , hm, hm+1)

tr be a summation oft columns ofB ′ with 1 ≤ t ≤ n. We set
h′ = (h1, h2, . . . , hm)tr. Obviously,w(h) ≥ w(h′). By Theorem 1, w(h′) > k. Sinceboth w(h) and
k are even integers,w(h) > k + 1. Thus,B ′ ∈ EFT L(n, k + 1) follows from Theorem 1. Therefore,
eftL(n, k + 1) = eftL(n, k) + 1 if k is even. �

Since the rank of any matrix is an invariant on changing coordinates, we can find an optimal linear

k-EFT(Qn) among all the matrices of the form
[

In
D

]
.

Theorem 3. Let

B =
[

In
D

]
=

[
In

d1, d2, . . . , dn

]
= [c1, c2, . . . , cn] =




r1

r2

...

rm


 .
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Then, B is a matrix in EFT L(n, k) if and only if the Hamming weight of any column vector, that is, a
summation of t different columns of D with 1 ≤ t ≤ k, is greater than k − t .

Proof. We note thatw(ci1 + ci2 + · · · + ci j ) = w(di1 + di2 + · · · + di j ) + j for any 1≤ j ≤ n and
1 ≤ i1 < i2 < · · · < i j ≤ n.

Assume that the Hamming weight of some column vector, that is, a summation oft different columns
of D with 1 ≤ t ≤ k, is at mostk − t. Thus, there exist some 1≤ i1 < i2 < · · · < it ≤ n and 1≤ t ≤ k
satisfying w(ci1 + ci2 + · · · + ci j ) ≤ k. By Theorem 1, B �∈ EFT L(n, k).

On the other hand, suppose that the Hamming weight of any column vector, that is, a summation oft
different columns ofD with 1 ≤ t ≤ k, is greater thank − t. Let R be any subset of{1, 2, . . . , m} with
|R| ≤ k. We setIR = {t ∈ R | t ≤ n} and|IR| = s. Obviously,s ≤ min{k, n}. Let R∗ = R − IR.

Suppose thats = 0. Obviously,r1, r2, . . . , rn form n independent rows inB(R̄). Thus, the rank of
B(R̄) is n. Suppose that 0< s ≤ n. Let B∗ be the submatrix ofB formed by those columns with their
indices not inIR. By our assumption, any column vector that is a summation oft different columns
of B with 1 ≤ t ≤ s is greater thank − t. Hence, any column vector that is a summation oft
different columns ofB(R̄) with 1 ≤ t ≤ s and with indices not inIR is greater than 0. Hence, any
nontrivial linear combination of at mosts different columns ofB∗(R̄∗) is not a zero vector. Therefore,
the rank of B(R̄∗) is s. Since the row rank of any matrix equals its column rank, we can finds
independent rows,r i1, r i2, . . . , r is , that span all the row vectors ofB∗(R̄∗). Obviously, the rows of
{r i1, r i2, . . . , r is } ∪ {r t | t �∈ R and 1 ≤ t ≤ n} in B(R̄) form n independent row vectors. Thus,
the rank ofB(R̄) is n. Therefore, B is in EFT L(n, k). �

Obviously, In is an optimallinear 0-EFT(Qn). Using Theorem 2, we obtain an optimal linear 1-

EFT(Qn). With Theorem 3, anyBm×n in EFT L (n, 2) of the form
[

In
D

]
satisfies

(
m − n

2

)
+

(
m − n

3

)
+· · ·+(

m − n
m − n

)
≥ n. Suppose thatm andn satisfy the above inequality. We can choose anyn different 1×(m−n)

columns with their Hamming weight at least 2 to form the matrixD. Again, byTheorem 3, the matrix

B is in EFT L(n, 2). Hence,eftL(n, 2) is the smallest integerr that satisfies
(

r
2

)
+

(
r
3

)
+ · · · +

(
r
r

)
≥ n.

By Theorem 2, weobtain an optimal linear 3-EFT(Qn). However, we have difficulty in constructing the
optimal lineark-EFT(Qn) with k ≥ 4.
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