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ABSTRACT

One of the most exciting but challenging endeavors in music
research is to develop a computational model that compre-
hends the affective content of music signals and organizes
a music collection according to emotion. In this paper, we
propose a novel acoustic emotion Gaussians (AEG) model
that defines a proper generative process of emotion percep-
tion in music. As a generative model, AEG permits easy
and straightforward interpretations of the model learning
processes. To bridge the acoustic feature space and mu-
sic emotion space, a set of latent feature classes, which are
learned from data, is introduced to perform the end-to-end
semantic mappings between the two spaces. Based on the
space of latent feature classes, the AEG model is applicable
to both automatic music emotion annotation and emotion-
based music retrieval. To gain insights into the AEG model,
we also provide illustrations of the model learning process.
A comprehensive performance study is conducted to demon-
strate the superior accuracy of AEG over its predecessors,
using two emotion annotated music corpora MERG60 and
MTurk. Our results show that the AEG model outperforms
the state-of-the-art methods in automatic music emotion an-
notation. Moreover, for the first time a quantitative evalu-
ation of emotion-based music retrieval is reported.
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1. INTRODUCTION

One of the most exciting but challenging endeavors in mu-
sic research is to develop a computational model that com-
prehends the affective content of music signals and orga-
nizes a music collection according to emotion [12,29]. Such
a model is desirable as the pursuit of emotional experience
is the primary motivation for music listening [11]. Behav-
ioral studies have also identified emotion as one of the most
important attributes used by people for music retrieval [25].

Automatic annotation of music emotion is challenging be-
cause the perception of emotion is in nature subjective.’
Oftentimes people perceive differently when listening to the
same song [5] Consequently, one cannot assume that there
is an objective, single ground truth label that applies equally
well to every listener. Instead, one needs to learn directly
from multiple labels provided by different annotators [17]
and present as the final result a soft (probabilistic) emotion
assignment instead of a hard (deterministic) one.

Modeling the time-varying dynamics of music emotion
poses another challenge. A music piece can express differ-
ent emotions as time unfolds, and it has been argued that
music’s most expressive qualities are related to its struc-
tural changes across time [6]. To capture the continuous
changes of emotional expression, the dimensional represen-
tation of emotion is found superior to its categorical counter-
part [5,23]. In this representation, emotions are considered
as numerical values (instead of discrete labels) over a number
of emotion dimensions, such as wvalence (positive/negative
affective states) and activation (or arousal; energy level) —
the two most fundamental dimensions found by psycholo-
gists [18].2 In this way, music emotion recognition becomes
the prediction of the moment-to-moment valence and acti-
vation (VA) values of a music piece corresponding to a series
of points in the emotion space [29].

While early approaches to emotion recognition neglected
the above two properties and represented the emotion of a
song by a single, song-level discrete emotion label [9,15,24],
recent years have witnessed a growing number of attempts
that modeled the emotion of a song or a segment as a prob-
abilistic distribution in the emotion space [26,30], as shown
in Figure 1, to better account for the subjective nature of

We define music emotion as the emotion human perceives as
being expressed in a piece of music, rather than the emotion feels
in response to the piece. This distinction is made as we may not
feel sorrow when listening to a sad tune [5].

2For example, happiness is an emotion associated with a posi-
tive valence and a high activation, while sadness is an emotion
associated with a negative valence and a low activation.
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Figure 1: Subjects’ annotations in the emotion space
[18] for four 30-second clips. Each circle corre-
sponds to a subject’s annotation for a clip, and the
overall annotations for a clip can be modeled by a
2-D Gaussian distribution (i.e., the blue ellipse) [30].

emotion perception [30]. This can be approached by mod-
eling the emotion distribution of each temporal segment as
a bivariate Gaussian distribution and using regression algo-
rithms to predict the mean, variance, and covariance of va-
lence and activation directly from the acoustic features [30].
In this way, developers of an emotion-based music retrieval
system can better understand how likely a specific emotional
expression (defined in terms of VA values) would be per-
ceived at each temporal moment. For a music piece whose
perceived emotion is more listener-dependent, its emotion
distribution in the emotion space would be sparser.

From the application point of view, this approach also
creates a simple user interface for music retrieval through the
specification of a point or a trajectory in the emotion space
[29]. With this interface, users can easily retrieve music
pieces of certain emotions without specifying the titles and
can discover new pieces whose emotion is similar to that of
a favorite piece. Users can also draw a trajectory in the
display of a mobile device to indicate the desired emotion
variation within a music piece or a playlist (e.g., changing
from aggressive to tender).

From the theoretical point of view, the shift of music emo-
tion modeling from a fixed label towards a time-varying,
stochastic distribution is significant as a functional music
retrieval system cannot be dissociated from the underlying
psychological implications [2].

In this paper, we propose a novel acoustic emotion Gaus-
stans (AEG) model that realizes a proper generative process
of music emotion perception in a probabilistic and para-
metric framework. The AEG model learns from data two
sets of Gaussian mixture models (GMMs), namely acous-
tic GMM and VA GMM, to describe the low-level acoustic
feature space and high-level emotion space, respectively. A
set of latent feature classes is introduced to play the end-
to-end linkage between the two spaces and aligns the two
GMMs. As a principled probabilistic model, AEG is ap-
plicable to both automatic music emotion annotation and
emotion-based music retrieval.

The proposed AEG framework has three additional ad-
vantages. First, as a generative model, AEG permits easy
and straightforward interpretation of the model learning and
semantic mapping processes. Second, as AEG mainly in-
volves light-weight computations of emotion prediction, it
can track the moment-to-moment emotion distributions of
a music piece in real-time. Third, due to its parametric
and probabilistic nature, AEG provides great flexibility to

4The four clips from left to right are Dancing Queen by ABBA,
Civil War by Guns N’ Roses, Suzanne by Leonard Cohen, and
All I Have To Do Is Dream by the Everly Brothers, respectively.

future extension, such as personalizing the AEG model via
model adaptation techniques or incorporating music tags for
advanced music browsing and retrieval purposes.

A comprehensive performance study is conducted to demon-
strate the superior accuracy of AEG over its predecessors,
using two emotion annotated music corpora MERG60 [30] and
MTurk [26]. Moreover, for the first time a quantitative eval-
uation of emotion-based music retrieval is reported.

The remainder of this paper is organized as follows: First,
we briefly review related work in Section 2. Next, we pro-
vide an overview of the AEG model in Section 3. The details
of model learning, emotion annotation, and emotion-based
retrieval are described in Sections 4 and 5. We then offer
insights into the model learning process of AEG with empir-
ical data in Section 6. Section 7 presents and discusses the
evaluation results on both emotion-based music annotation
and retrieval. Finally, we conclude the paper in Section 8.

2. RELATED WORK

A great amount of effort has been made by psychologists
to study the relationship between music and emotion [7].
To identify the internal human representations of emotion,
psychologists have applied factor analysis techniques such
as multidimensional scaling to the emotion ratings of music
stimuli. Although differ in names, existing studies give very
similar interpretations of the resulting fundamental factors,
most of which correspond to valence and activation [18].

Early approaches to automatic music emotion recogni-
tion [4,16,31] usually assumed that the perceived emotion
of a music clip can be represented as a single point in the
emotion space, in which VA values are considered as numer-
ical values. The pair of ground truth VA values of a music
clip is obtained by averaging the annotations of a number
of subjects, without considering the variance of the annota-
tions. Then, a regression algorithm, such as multiple linear
regression (MLR) or support vector regression (SVR) [22],
can be applied to train regression models for predicting the
VA values. To exploit the temporal continuity of emotion
variation within a clip, techniques such as Kalman filter-
ing [20] or system identification [13] have also been used.
Associated with the VA values, a music clip is visualized as
a point in the VA space, and the similarity between clips are
measured by the Euclidean distance in the emotion space.

However, because emotion perception is inherently sub-
jective, simply representing a clip as a point according to
the mean VA values is not enough to capture the nuance of
human perception, as illustrated in Figure 1. Moreover, it
has been argued that the VA space may not be an Euclidean
space [27] and that it is better to measure the similarity of
two songs according to the divergence between the corre-
sponding two emotion distributions [30].

To better account for the subjective nature of emotion
perception, algorithms for predicting the emotion distribu-
tion of a music clip from acoustic features have been pro-
posed recently. Existing approaches can be divided into two
categories. The heatmap approach [21,30] quantizes each
emotion dimension by G equally spaced discrete samples,
leading to a G x G grid representation of the emotion space,
and trains G2 regression models for predicting the emotion
intensity of each emotion point. Higher emotion intensity
at an emotion sample indicates higher probability for a lis-
tener to perceive that emotion when listening to the mu-
sic segment. The emotion intensity over the VA space cre-
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Figure 2: Illustration of AEG. Music emotion distribution can be generated from the acoustic features.

ates a heatmap like representation of emotion distribution.
The drawback of this approach is that heatmap is a discrete
rather than continuous representation of the VA space, and
that emotion intensity cannot be regarded as a probability
estimate in a strict sense.

The Gaussian-parameter approach [19,26,30] directly learns

five regression models to predict the mean, variance, and
covariance of valence and activation, respectively. This ap-
proach allows easier performance analysis; one can analyze
the impact of separate acoustic features for the prediction of
each Gaussian parameter. In addition, the modeling of mean
VA values has been studied for years [4,16,31]. However, nei-
ther this approach nor the heatmap approach renders a strict
probabilistic foundation. Moreover, the correlation among
the mean and variance of valence and activation is not ex-
ploited, as the regression models are trained independently.

3. FRAMEWORK OVERVIEW

This section introduces AEG from a high-level point of
view and outlines the system architecture. The details of
each system component are described in Sections 4 and 5.

3.1 The Acoustic Emotion Gaussians Model

There are two basic assumptions underlying AEG. First,
we assume that the emotion annotations of a music clip can
be parameterized by a bivariate Gaussian distribution.® Sec-
ond, we assume that music clips similar in acoustic features
(e.g., loudness, timbre, rhythm, and harmony) also result in
similar emotion distributions in the VA space.

As shown in Figure 2, the AEG model realizes the gener-
ation of music emotion in the emotion space. At the most
abstract level, the relationship between the acoustic fea-
ture space and music emotion space can be observed from
an annotated music corpus. However, such a relationship
may be sometimes complicated and difficult to identify di-
rectly. Therefore, we introduce a set of latent feature classes,
{zk}kK:I, which functions as a linkage between the two spaces,
into the generative process of music emotion.

Suppose that each zj, which is defined by a latent acoustic
classifier Ax, can map a specific pattern of acoustic features

5The assumptions that the VA space can be considered as Eu-
clidean and that the VA values can be modeled as a Gaussian
distribution are made in prior work (cf. Section 2). We will not
discuss this issue further but instead empirically validate the effec-
tiveness of emotion-based music information systems built upon
these assumptions for practical uses.

to a specific area Gy in the VA space. The set of latent
acoustic classifiers, {Ak}f:l, can be implemented by a uni-
versal acoustic Gaussian mixture model (GMM), denoted
as the acoustic GMM, in which each component Gaussian
Ay represents a specific acoustic pattern discovered by the
GMM learning in the frame-based acoustic feature space. In
the meanwhile, G, can be modeled by a bivariate Gaussian
distribution, denoted as a latent VA Gaussian. The mixture
of latent VA Gaussians is called the VA GMM hereafter.

3.2 Generation of Music Emotion

As shown in the left hand side of Figure 2, the acous-
tic features of a music clip can be represented by comput-
ing the posterior probabilities over the acoustic GMM (i.e.,
each component Gaussian A leads to a posterior probabil-
ity 0x) based on its frame-based feature vectors. We denote
this clip-level acoustic feature representation as the acoustic
GMM posterior, {0x}r—_,, subject to > 1 0k = 1. Therefore,
the acoustic GMM posterior is able to capture the acoustic
characteristics of every music clip in a K-dimensional proba-
bilistic space. In the right hand side of Figure 2, the emotion
distribution of a music clip in the VA space can be generated
by the weighted combination of all latent VA Gaussians as
> 0xG using {0 }+—; as weights. Consequently, the gen-
erative process of emotion of a music clip can be interpreted
as that, for example, if human has perceived only the acous-
tic pattern of z1 from a music clip’s acoustic features (this
will lead to 01 = 1, and 6y = 0, Vk # 1), then his/her
emotion perception would exactly follow Gi.

Since it is more intuitive to interpret the final emotion
prediction of a music clip to the users with only a set of
mean (center) and covariance (uncertainty) rather than a
complicated VA GMM, the 8-weighted VA GMM is finally
combined into a single 2-D VA Gaussian G in the emotion
prediction phase, as shown in the rightmost of Figure 2.

3.3 Emotion-based Music Retrieval

As shown in Figure 3, the proposed emotion-based music
retrieval system can be divided into two phases: the feature
indexing phase and the music retrieval phase. In the index-
ing phase, each music clip in the un-labeled music database
is indexed with two indexing approaches based on the music
clip’s acoustic features: indexing with the acoustic GMM
posterior (a fixed-dimensional vector) of a clip using the
acoustic GMM, or indexing with the predicted emotion dis-
tribution (a single 2-D Gaussian) of a clip given by automatic
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Figure 3: The flowchart of the content-based music
search system using a VA-based emotion query.

Table 1: The two implementations of the emotion-
based music search system.

Approach Indexing Retrieval
Fold-Tn Acoustic GMM Posterior Pseudo
(K-dim Vector {0x}7—1) | Song {\r}i,
Emotion Predicted Emotion Distri- | Distribution
Prediction | bution (2-D Gaussian &) Likelihood

emotion prediction. In the retrieval phase, given a point
query from the emotion (VA) space, the system will return
a ranked list of relevant music clips. We apply two matching
methods, namely pseudo song-based matching and distribu-
tion likelihood-based matching; each corresponding to one of
the two indexing approaches. In pseudo song-based match-
ing, the point query is first transformed into a pseudo song
(i-e., the estimated acoustic GMM posterior for the point
query), and then matched with clips in an unlabeled music
database. In distribution likelihood-based matching, a point
query is fed into the predicted emotion distribution of each
clip in an unlabeled music database, and the system ranks
all the clips according to the estimated likelihoods. Table 1
summarizes the two implementations of the emotion-based
music retrieval system.

3.3.1 Pseudo Song Estimation

In the Fold-In method, a given query point is transformed
into probabilities {A\x}i—y, s.t. >, Ak = 1, as shown in
Figure 4. The resulted Ax represents the importance of the
k-th latent VA Gaussian for the input query point. Suppose
that the estimated {\;}+_; have a similar property with
the acoustic GMM posterior {8 }~_; that are used to index
music clips in the music database. For instance, in the case
shown in Figure 4, the 2-nd latent VA Gaussian is extremely
likely to generate the input query point, the Fold-In process
will assign a dominative weight A2 to 22, e.g., A2 = 1, and
A = 0, Vk # 2, which means that the query point is ex-
tremely relevant to the song whose acoustic GMM posterior
is dominated by 62. Therefore, the pseudo song can be used
to match with the clips in the un-labeled music database.

4. LEARNING THE AEG MODEL

This section will first present the mathematical generative
process of the AEG model, i.e., introducing the learning

A The point query is
G, dominated by G, A

b

v

Estimated
Acoustic
Posterior

The Learned VA GMM

A VA-based Query

Figure 4: The Fold-In process. A point query is
projected into the space of acoustic GMM posterior.

from the acoustic GMM to the VA GMM, and then coming
up with a summarized learning algorithm of the VA GMM.

4.1 Acoustic GMM Posterior Representation

To start the generative process of the AEG model, we uti-
lize a universal acoustic GMM, which is pre-learned using
the expectation-maximization (EM) algorithm on a univer-
sal set of frame vectors F, to span a probabilistic space with
a set of diverse acoustic Gaussians. The learned acoustic
GMM is expressed as follows,

p(x) = Z:zlﬂk./\f(x|zk7mk,sk), (1)

where x is a frame-based feature vector; 7, my, and Sy are
the prior weight, mean vector, and covariance matrix of the
k-th component Gaussian Ay, respectively.

Suppose that we have an annotated music corpus X with
N clips, each is denoted as s;, and its ¢t-th frame vector is
denoted as {x“}ﬁl, where T; is the number of frames. The
acoustic posterior probability of z for x;; is computed by,

N (xit] 21, mg, S)
K . (2)
> one1 N (Xit|zn, mp, Sp)

In our implementation, the mixture prior (i.e., mx and 7p)
in Eq. 2 is replaced by %, because it is not useful in the
previous work [28].

The clip-level acoustic GMM posterior probability 6, can
be summarized by averaging the frame-level ones,

1 T;
O & plaxlsi) = = > " pleklxie). ®3)

Finally, the acoustic GMM posterior of s; is represented by
vector 6;, whose k-th component is ;.

pleelxin) =

4.2 Prior Model for Emotion Annotation

To cover the emotion perception of different subjects, typ-
ically a clip in X is annotated by multiple subjects. How-
ever, as some annotations may be unreliable, we introduce
a user prior model to express the contribution of each indi-
vidual subject. Given the emotion annotations {e;; }g;l of
si, where e;; denotes the annotation by the j-th subject u;;
and U, denotes the number of subjects who have annotated
si, we build a label confidence model v with the following
Gaussian distribution,

v(eijluiz, si) = N(eijlsiai, Bi), (4)

where a; = U% >.;€ij and By = U% > ;(ei —ai)(ei; — a;)T
The confidence of e;; can be estimated based on the likeli-



hood calculated by Eq. 4. Therefore, if an annotation is far
away from other annotations for the same song, it would be
considered less reliable. Note that any criterion that is able
to reflect the importance of a user’s subjective annotation of
a clip can be applied to model 7. In our preliminary study,
we found that a single Gaussian empirically performs better
than a GMM in describing ~.

Then, the posterior probability of user u;; can be calcu-
lated by normalizing the confidence likelihood of e;; over the
cumulative confidence likelihood of all users for s;,

pluglse) = g Sttt (5)

>orii v(eir|uir, si)
p(uij|si) is referred to as the clip-level user prior, as it indi-
cates the confidence of each annotation for the clip. Based
on the clip-level user prior, we further define the corpus-level
clip prior to describe the importance of each clip as follows,

S (e |uig, si)
N Uq :
Zq:l >ty v(eqr|ugr, sq)

If the annotations of a clip are more consistent (i.e., the
covariance values in B; are small), the song is considered
less subjective. If a song is annotated by more subjects,
the corresponding v model should be more reliable. The
above two cases both lead to larger cumulative annotation
confidence likelihoods.

With the two priors p(ui;|s;) and p(s;|X), we define the
annotation prior v;; by multiplying Eqgs. 5 and 6,

p(si|X) = (6)

Y (€ij|Uij, Si
alesluns)
Zq:l >ty v(egrlugr, sq)

The probabilities derived from Eqgs. 5—7 are computed be-
forehand and then fixed in the learning process of AEG.

4.3 Learning the VA GMM

As described in the model overview, we assume that e;; of
s; for u;; in X can be generated from a weighted VA GMM
governed by the acoustic GMM posterior 6; of s;,

K
p(eijluij, si, 0;) = Zk:l

where pr and ¥j denote the mean vector and covariance
matrix of the k-th latent VA Gaussian Gy shown in Figure
2 to be learned by means of the following algorithm.

First, for each clip s;, we derive its acoustic prior 8;, which
is the acoustic GMM posterior vector, and the annotation
prior ;; for each annotator u;; of s;. These two priors are
computed beforehand and stay fixed in the learning process.
Using E to denote the whole set of annotations in X', the
total likelihood can be derived by,

P(E[X) =37, p(Ei, 55| X) = 3, p(si|X)p(Ei]si, X)
> p(silX) 32, pleij, uijlsi, X) ©)
22 p(8ilX) 325 p(uijlsi, X)p(eijluiz, si, X)

=20 20 p(wiz, silX) 30, OieN (eij | pw, Zie).
Taking the logarithm of Eq. 9 and replacing p(uj, si|X) b
vi; leads to,

L =log Zizj%jzkeik/\/(eiﬂlik: k), (10)

where ;> vi; = 1. To learn the VA GMM, we can max-
imize the log-likelihood in Eq. 10 with respect to the pa-
rameters of VA GMM. However, direct maximization of L is

Yij  p(uiz, 8i|X) =

0iN (e i, Xi), (8)

intractable as two-layer summation over the latent variables
zi, appears inside the logarithm [1]. We therefore first derive
a lower bound of L according to Jensen’s inequality,

L > Lyound = Zij 7ij log Zkeik-/\/’(eij‘ﬂ'mzk)‘ (11)

Then, we treat Lbound as a surrogate of L. Although max-
imizing Lyouna is still intractable, the logarithm now acts
only on one-layer summation over the latent variables zj.
Therefore, we can maximize it with the EM algorithm [1].
In the E-step, we derive the expectation over the posterior
probability of z, given a user’s annotation e;; for s;,

Q=" 7 >, plasless, o) (log b +log (e |fae, 5) )
(12)
where
01./\/' i ,2
pasless, s5) = — oM (Cialpr, 3r) (13)

S 0N (eij|pan, Bn)

In the M-step, we maximize Eq. 12 and derive the following
update rules:

il 2222, Viip(zkleij, si)ei; (14)
k ’

2o 2o, viip(zkleij, si)
> 2 viap(zkleis, si)(eij — pi) (@i — p) "

J

> 20, viip(2zklei, si)

At the last iteration of the EM learning process, we keep the
prior model of the VA GMM,

S5 DN

for the Fold-In method in the later retrieval work. The prior
pr. of the VA GMM involves all the prior information ofX
over the set of latent feature classes. The learning process
of the VA GMM is summarized in Algorithm 1.

> — (15)

pr < p(zk) viip(zkleij, 8i)s (16)

Algorithm 1: The learning process of the VA GMM

Input: Initial model {p,(o) 2,&0)}521; acoustic prior
{6;}L,; annotation prior {Wij}év:’(ﬁij.zl;
Output: Model parameters {p, ), Tk He1;
1 Iteration index t <— 0;

2 while ¢t < ITER do

3 Compute the posterior probability using Eq. 13
with ug) and ES);

4 t—t+1;

5 Update ,u ) and 2< ) using Egs. 14 and 15;

6 if 2;) is non-positive definite then break;

7 end

8 Compute the prior model pi using Eq. 16;

9 Let uj, < ug) and X} < Eg);

4.3.1 Discussion

As shown in Eqs. 14 and 15, the parameters pj, and X,
of each Gaussian component in the learned VA GMM are
softly contributed by all annotations e;j, and the responsi-
bility is governed by the product of v;; and p(zk|es;, si). As
a result, the learning process seamlessly takes the annota-
tion prior, acoustic prior, and likelihood over the current VA



GMM into consideration. As the VA GMM is getting fitted
to the data, it may appear that two far-separate groups of
annotations jointly have fairly large responsibilities on the
covariance of a component VA Gaussian. This would make
the covariance matrix non-positive definite (non-PD), which
means the covariance shape of the VA Gaussian will become
a straight line. The learning process will stop if the non-PD
case occurs, as shown in line 6 in Algorithm 1.

5. EMOTION-BASED ANNOTATION AND
RETRIEVAL USING AEG

In this section, we first explain how to use the AEG model
for distribution-based emotion prediction and analyze the
complexity of prediction. Then, we introduce how the model
effects content-based music retrieval from the Emotion Pre-
diction and the Fold-In perspectives, respectively.

5.1 Automatic Emotion Prediction

As described in Section 3.2, the VA GMM can generate
the emotion annotation of an unseen music clip § given the
clip’s acoustic GMM posterior @ as follows,

plelf) =3 BN (elpm, ), (17)

where {pr, 31}, are the learned VA GMM. The predicted
emotion distribution of an unseen clip shown in Eq. 17 may
be unnecessarily complicated, and presenting the result as
a mixture of Gaussians also makes it difficult for a user to
interpret the result of emotion prediction. Instead, a sin-
gle and representative VA Gaussian A (e|f, 3) is practically
more useful as explained in Section 3.2. This can be re-
sorted to the information theory to calculate the mean and
covariance of the representative VA Gaussian by solving the
following optimization problem,

N (e|, £) = argmin Zk O Dxi(N (elper, i) [V (el 2, 2)),

{n, =}

(18)
where Dxr,(NMa||Ng) denotes the one-way KL divergence
from N (e|pa,34) to N(elus, X5):

DKL(./\/’AH.N—B) :% (tr(EAZ)gl) — log |EAE§1|)
: (19)

+=(ma — puB) S5 (wa — pp) — 1,

2

The optimal mean vector and covariance matrix for Eq. 18
are obtained by [3]:

K ~
p=3 . Okp, (20)

2= Zszl O (Ek + (e — ) (ke — ﬂ)T). (21)

The AEG-based emotion prediction is very efficient. The
complexity mainly depends on the size of latent feature classes
K. One only needs to compute the acoustic GMM posterior
representation of a music clip and use it to generate a bi-
variate Gaussian distribution by using Eqgs. 20 and 21. The
method is efficient enough to be applied to real-time music
emotion tracking on a sequence of short music segments on a
mobile device. The application can also be incorporated into
a music player to create a real-time visualization of music
content to enrich the experience of music listening.

5.2 Emotion-based Music Retrieval

As described in Section 3.3, two methods with the AEG
model can be used for music retrieval from an un-labeled
database given a point query in the VA space. In the Emo-
tion Prediction method, each music clip is indexed as a sin-
gle bivariate Gaussian distribution estimated by automatic
emotion prediction. Given a point query, the music clips in
the database are ranked according to the likelihoods of their
automatically predicted Gaussian PDF's.

As for the Fold-In method, given a query point &, the
system has to fold in the point into the AEG model and es-
timate a pseudo song X in an online fashion. This is achieved
by maximizing the A-weighted VA GMM as follows:

X= argmax log Zk AN (8|, ). (22)

That is to say, X corresponds to the most likely weighted
combination of VA GMM for generating &. Eq. 22 can also
be solved by the EM algorithm. In the E-step, the posterior
probability of zx given the query is computed by

AN (8| pk, i)

p(2k[€) = don AN (&lpn, Bn) =

Then, in the M-step, we only update Ax by Ap p(zk|€).
Note that in estimating the pseudo song, the prior model
of the VA GMM {p;}£_; can be used for initialization. In
our preliminary study, initializing with {px }£_; exhibits the
best performance among other settings, such as uniform or
random initialization.

Since each music clip in the un-labeled database has been
indexed by an acoustic GMM posterior vector and the es-
timated pseudo song Xof a query lies in the same vector
space, the retrieval system ranks all the clips in descending
order of cosine similarity in response to the query.

5.2.1 Remark

The Emotion Prediction method for retrieval is intuitive
since we developed the system from the emotion prediction
perspective. The Fold-In method goes one step further and
leverages the learned relationship between audio patterns
and emotions to represent a music clip and an emotion query
in the same latent class space. Although the Fold-In method
needs an additional step for pseudo song estimation, it is
actually more flexible and efficient for incorporating external
information. For example, when user feedback is available,
online personalization is possible by performing adaptation
on the learned VA GMM without retraining the model and
re-annotating the songs in the database.

6. INTERPRETATION OF AEG

This section describes the annotated music corpora and
the frame-based acoustic features utilized in this work. An
in-depth analysis of the model learning process of AEG is
conducted using the annotated corpora to offer insights to
the VA GMM.

6.1 Music Corpora

Two corpora are employed in this work.® The first corpus
MERG0 consists of 60 clips (each is 30-second long) collected

5The datasets are available at http://mac.iis.sinica.edu.
tw/~yang/MER/NTUMIR-60/ and http://music.ece.drexel.edu/
research/emotion/moodswingsturk.
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from the chorus parts of English pop songs [30]. A total of 99
subjects were recruited for emotion annotation, making each
clip annotated by 40 subjects. The subjects were asked to
rate the VA values that best describe their general (instead
of moment-to-moment) emotion perception of each clip in a
silent computer lab. The VA values are entered by clicking
on the emotion space on a computer display.

The second corpus, MTurk, is composed of 240 clips (each
is 15-second long) drawn from the well-known uspop2002
database [26]. The emotion annotation is collected via Ama-
zon’s Mechanical Turk,” an online crowdscourcing engine.
Each subject was asked to rate the per-second VA values
for 11 randomly-selected clips using a graphical interface.
After an automatic verification step that removes unreliable
annotations, each clip is annotated by 7 to 23 subjects.

6.2 Frame-based Acoustic Features

In this work, we adopt the bag-of-frames modeling and
extract frame-based musical features for acoustic modeling
[28]. A frame that captures detailed temporal features can
facilitate the ability of clip-level acoustic modeling of the
acoustic GMM posterior representation. Instead of analyz-
ing the emotion of a specific frame, we aggregate all the
frames in a clip into the acoustic GMM posterior vector 6
(cf. Eq. 3) and perform our analysis of emotion at the clip
level. Although it may be interesting to extract long-term
mid-level features such as melody, rhythm, chord, or struc-
tural segments that directly characterizes the musical infor-
mation, such features are not used because the extraction of
them is still not perfect and they may introduce noises to
the system. We leave this issue in our future work.

We use MIRToolbox 1.3 [14] to extract the following four
types of frame-based acoustic features: dynamic (root-mean-
squared energy), spectral (centroid, spread, skewness, kur-
tosis, entropy, flatness, rolloff 85%, rolloff 95%, brightness,
roughness, and irregularity), timbre (zero crossing rate, spec-
tral flux, 13 MFCCs, 13 delta MFCCs, and 13 delta-delta
MFCCs), and tonal (key clarity, key mode possibility, HCDF,
12-bin chroma, chroma peak, and chroma centroid). All of
the frame-based features are extracted with the same frame
size of 50ms and 50% hop size to ensure easy alignment.
Each dimension in all extracted frame vectors is normal-
ized to have zero mean and one standard deviation. Two
frame vector representations are considered in the perfor-
mance evaluation: a 39-D vector that consists of MFCC-
related features only and a 70-D vector that concatenates
all the features.

For the MTurk corpus, since the audio waveforms are not
available, we use the following four types of features that are
kindly provided by the authors of [19, 26].

¢ MFCCs (20-D): Low-dimensional representation of
the spectrum warped according to Mel-scale.
e Chroma (12-D): Autocorrelation of chroma is used,
providing an indication of modality.
e Spectrum descriptors (4-D): Spectral centroid, flux,
rolloff and flatness. Often related to timbral texture.
e Spectral contrast (14-D): Rough representation of
the harmonic content in the frequency domain.
In the experiments, the individual feature sets are either
used separately or concatenated into a 50-D vector.

7http ://www.mturk. com

Figure 5: The learned VA GMMs (K=32) at differ-
ent iterations (Iter=2, 4, 8, 16, and 32). Each com-
ponent Gaussian is represented by an ellipse with a
unique color. The horizontal and vertical axes cor-
respond to valence and activation, respectively.

6.3 Interpretation of the Learned VA GMM
on the MER60 Corpus

To observe the learning of AEG and interpret the resulting
VA GMM, we fit the AEG model on MER60 and examine
the learned VA GMM at each iteration of Algorithm 1. We
first use an external music collection to form the global frame
vector set F containing 235K 70-D frame vectors. Then, the
acoustic GMMs are learned with several K values using the
EM algorithm. We initialize all the Gaussian components of
the VA GMM with the sample mean vector and covariance
matrix of the emotion annotations of the whole training set.

Figure 5 illustrates the VA GMM learned at a number of
iterations, from which one can observe that, while being tied
together in the beginning, the VA Gaussians gradually sep-
arate one from the others as the learning process progresses.
The ellipse of each VA Gaussian gets smaller and smaller
after each iteration until convergence. As shown in the last
sub-figure in Figure 5, in the end, different Gaussians cover
different areas in the emotion space, and the learned VA
GMM appears to be able to approximate all kinds of emo-
tion distributions by using different sets of acoustic GMM
posterior probabilities. Since our preliminary study indi-
cates that over-small VA Gaussians may not help for emo-
tion prediction, early stop is required.

The specific area covered by a VA Gaussian actually gives
a semantic meaning to the corresponding latent feature class
defined by the acoustic GMM. That is, the mapping from
the acoustic space to the emotion space can be easily ob-
served and interpreted. We also notice that there are many
Gaussians with horizontally elongated ellipses, suggesting
that the annotations along the valence dimension are more
difficult to model from acoustic features. This is not sur-
prising as much previous work has pointed out that valence
perception is in nature much more subjective than activation
perception and, thus, is more difficult to model [29].

Recall the definition of latent feature classes, the mapped
VA Gaussians can show us the discriminability of each latent
acoustic Gaussian. We could take away those ill-conditioned
VA Gaussians as well as their mapped acoustic Gaussians ei-
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ther manually or via a stacked discriminative learning, e.g.,
by minimizing the prediction error with respect to Gaussian
selection or adaptation on the VA GMM. In addition, the
current latent acoustic Gaussian classifiers can also be re-
placed by kernel-based classifiers that map the frame vector
space to a higher dimensional feature space, so that they
may help generate a set of more discriminative VA Gaus-
sians. We plan to leverage these insights to further improve
the proposed framework in the future.

7. EVALUATION AND RESULTS

In this section, we first describe the evaluation setups for
the emotion-based annotation and retrieval tasks, respec-
tively. We then present the evaluation results of AEG with
different settings of acoustic features and parameters, and
compare them with that of two state-of-the-art methods.

7.1 Evaluation Setting and Metric

In Section 6.3, we have described the training setup for
MERG60. As for the MTurk corpus, the frame-based fea-
ture vectors of a song are provided by the authors of [26].
Since each piece has 15 second-by-second annotation sets
(each annotation set is aligned with a specific second), we ex-
tract the frames corresponding to each one-second segment
of each song. The resulting corpus contains 240x15=3,600
segments with corresponding annotations, which were nor-
malized to [—0.5,0.5]%. In addition, we select 300K frames
at random from the remaining frames (excluding those an-
notated frames) of all songs to form the global frame set F.
The VA GMM is initialized with the global sample mean
vector and covariance matrix of the emotion annotations of
the whole training set.

The AEG model can predict the emotion of an input mu-
sic piece as a mixture of VA Gaussians (i.e., a VA GMM) as
well as a single VA Gaussian. Since measuring the distance
between two GMMs is complicated and sometimes inaccu-
rate [8],” we finally chose to evaluate the accuracy of emotion
prediction based on a single Gaussian rather than a GMM.
To evaluate the emotion annotation task, each set of ground
truth annotations of a song is summarized by a ground truth
Gaussian. The performance can be evaluated by two evalu-
ation metrics, namely, the one-way KL divergence (cf. Eq.
19) and the Euclidean distance of mean vectors between the
predicted and ground truth VA Gaussians for a clip.

For the emotion-based music retrieval task, we follow the
music retrieval scenario described in Section 3, i.e., a user in-
puts a point query on the VA plane and receives a ranked list
of pieces from an un-labeled music database. We randomly
generate 500 2-D points uniformly covering the available VA
space to form a test query set. To evaluate the retrieval per-
formance using the test query set, we first derive the ground
truth relevance R(4) between a query point and the i-th piece
in the database by feeding the query point into the ground
truth Gaussian PDF of the i-th piece. For each test query
point, the ground truth relevances is incorporated into the
normalized discounted cumulative gain (NDCG) [10] to eval-
uate the ranking of pieces. The NDCG@QP, which represents

8The valence and activation of raw annotations derived from
MTurk are both in the range of [—200, 200].

%A single Gaussian representation is practically useful as ex-
plained in Secion 3.2.

the quality of ranking of the top P retrieved music pieces
for the query, is formulated as follows:
} ; (24)

where R(j) is the ground truth relevance of the j-th piece
on the ranked list, and @p is the normalization term that
guarantees the ideal NDCG@P to be 1.

In the train/test evaluation scenario, we perform different
settings for MER60 and MTurk. For MERG0, we only exe-
cute the leave-one-out setting for the annotation task due to
its limited number of songs [30]. That is, each song is taken
as a test song in turn to predict its emotion annotation,
and the remaining songs are used for training the models.
For Mturk, in order to follow the work in [26], we randomly
select 70% of songs (168 songs) for training and 30% (72
songs) for testing. The test set with 72x15=1,080 segments
is used for emotion prediction and serves as the unseen mu-
sic database for emotion-based retrieval. Since each segment
has its unique audio content and the corresponding ground
truth VA Gaussian, we treat each segment as an individual
music piece for retrieval evaluation.

1 " R(j)
NDCGQP = — < R(1) + -
Qpr { ( ) JE_:Q 1032]

7.2 Results of Automatic Emotion Prediction

We evaluate the performance of emotion annotation in
terms of average KL divergence (AKL) and average mean
Euclidean distance (AMD) over the test set. Smaller AKL
and AMD correspond to better performance. For MERG60,
the following factors in AEG are considered: the frame-level
feature representation (either 39-D MFCCs or 70-D concate-
nated features), the number of latent feature classes K, and
whether to use the annotation prior described in Section
4.2 or not. For example, “AEG-APrior-70DConcat” means
using the annotation prior with the 70-D concatenated fea-
tures. We test the AEG model with K ranging from 8 to
512. When the annotation prior is not used, we simply re-
place all v;; by 1 in the learning process. We compare the
AEG method with support vector regression (SVR) [22] with
different acoustic features. The SVR-Melody method using
the melody features was the best performed setting reported
in [30]. We also investigate the performance of SVR using
the acoustic features used in our method.

From Figures 6 (a) and (b), we observe that the AEG
method consistently outperforms the SVR method in almost
all cases. Particularly, AEG-APrior-70DConcat (K =32) sig-
nificantly outperforms SVR-Melody in terms of both AKL
and AMD (p-value< 1% under the two-tailed t-test). The
AKL shows a consistent tendency in performance difference
for different AEG settings. In general, the annotation prior
model improves the performance, and the 70-D concatenated
features outperform the 39-D MFCCs when K is small. As
for AMD, a general tendency is not observed. Interestingly,
it seems that the performance of AEG-APrior-39DMFCC
straightly improves as K increases, and that the perfor-
mance does not saturate when K is 512. AEG obtains the
lowest AKL when K=32. Such a result demonstrates its
superior efficiency.

For MTurk, the annotation prior is adopted because of
its superior performance on MERG60. For each setting, we
repeat the one-second prediction experiment 20 times and
compute the average performance. We compare the AEG
method with the systems in [26], including the multiple lin-



Table 2: The comparison of automatic emotion an-
notation methods, each with the optimal setting.

[ Corpus | Method | AKL AMD |
MERG60 | SVR 1.894 £ 1.697 0.391 £0.177
AEG 1.230 +£1.421 0.344 +0.168
MTurk | MLR 0.654 £ 0.066 0.130 £ 0.006
AEG 0.577 £0.031 0.128 £0.002
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Figure 6: Results of automatic emotion annotation.

ear regression (MLR) method and the multi-layer combined
(M.L. Combined) method, which employs multiple acoustic
feature regressors and two layer prediction. M.L. Combined
is considered as the ultimate fusion system in [19].

The results in Figures 6 (c¢) and (d) indicate that the AEG
method significantly outperforms the MLR method using ei-
ther MFCCs or Contrast features alone in almost all cases.'®
In many cases, AEG-MFCC and AEG-Contrast even out-
perform the M.L. Combined method in terms of AKL. We
find that AEG does not benefit from the concatenated fea-
tures on MTurk. On the contrary, AEG-MFCC performs
consistently better than almost all other settings, except for
AEG-Contrast in terms of AMD. The performance of AEG
is observed to saturate when K is 128.

In general, the performance of AEG grows along with K
when K is small, and then saturates after K is sufficiently
large. This is reasonable as the value of K is closely related
to the resolution in acoustic modeling and the model com-
plexity. Nevertheless, the results suggest that the optimal
value of K is corpus dependent, and it seems to be helpful to
use a large K when the scale of the training corpus is large.

We summarize the comparison of best performance of
AEG versus SVR and MLR fusion in Table 2. We also
demonstrate the results of short-time emotion tracking in
Figure 7. Empirically we found that it is easy to obtain bet-
ter average performance and lower standard deviation for
MTurk than for MERG60 since the ground truth annotation

1OComparing to the standard formulation of KL divergence, the
one used in [26] is two times larger. We therefore divided the KL
divergences listed in [26] by two for fairness.

Table 3: The retrieval performance of different
methods in terms of NDCG@5, 10, and 20.

Method (best K) | P=5 P=10 P=20 |
Predict MFCC (K=256) 0.886 0.825 0.785
Predict Contrast (K=256) | 0.894 0.841 0.811
Predict AllConcat (K=128) | 0.892 0.839 0.805
Fold-In MFCC (K=32) 0.874 0.814 0.767
Fold-In Contrast (K=32) 0.902 0.831 0.781
Fold-In AllConcat (K=64) | 0.898 0.832 0.786
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Figure 7: Demonstration for automatic emotion

tracking of four 15-second clips on MTurk.'? The
top row shows the second-by-second ground truth
2-D annotation Gaussians (blue ellipse with a red
cross representing the center), and the bottom row
presents the corresponding predicted ones. The
color gets darker as time unfolds.

Gaussians of MTurk are less diverse. This is evident from
the fact that, when we measure the pair-wise KL divergence
(PWKL) between the ground truth annotation Gaussians of
each pair of clips in a corpus, the average PWKL for MTurk
(1.985) is much smaller than that for MER60 (5.095). We
also found that the annotation Gaussians of many clips in
MTurk can be simply approximated by a Gaussian centered
at the origin. But this is not the case for MER60, which
consists of many clips whose annotation Gaussians are cen-
tered far away from the origin. Therefore, the evaluation
results of MERG0 should be considered more important and
representative. In summary, the evaluation results demon-
strate the effectiveness of the AEG model, and suggest that
the proposed method indeed offers a potential solution for
automatic VA-based emotion annotation.

7.3 Results of Emotion-Based Music Retrieval

The retrieval performance over the test query set of the
pre-generated 500 points is given in Table 3. Each retrieval
method with a type of acoustic features is evaluated with
K ranging from 8 and 256, as done in the annotation task.
Due to the space limit, we only show the best performance
in Table 3 among different settings of K.

In general, the two retrieval methods exhibit similar per-
formance. Interestingly, the Emotion Prediction method fa-
vors a larger K while Fold-In favors a smaller one. This
makes sense since a larger K leads to better annotation per-
formance, which would in turn benefit the Emotion Predic-
tion based retrieval strategy. As for the Fold-In method, a

12The four clips are (a) Same Old Song and Dance by Aerosmith,
(b) Save Me by Queen, (c) Waitress by Live, and (d) Microphone
Fiend by Rage Against the Machine.



larger K might introduce randomness to the estimation of
the corresponding pseudo song and, therefore, degrade the
retrieval performance. When K is large, there will be mul-
tiple overlapping VA Gaussians in Figure 5. When a query
point is located in an area with multiple overlapping VA
Gaussians, the pseudo song estimated by Eq. 22 would be
highly sensitive to the initialization of the model parameters.
This would reduce the discriminative power in transforming
a proper mapped pseudo song. We also notice that Fold-
In achieves better performance when P (i.e., the number of
retrieved pieces) in NDCG is small.

8. CONCLUSION AND FUTURE WORK

This paper has presented the novel acoustic emotion Gaus-
sians model, which provides a principled probabilistic frame-
work for music emotion analysis. We have interpreted the
learning of AEG and provided insights. A comprehensive
evaluation of automatic music emotion annotation on two
emotion annotated music corpora has demonstrated the ef-
fectiveness of AEG over state-of-the-art methods. Moreover,
we have also demonstrated the potential application of AEG
for emotion-based music retrieval.

Our future work is four-fold. First, the probabilistic frame-
work provides a blueprint for multi-modal music emotion
modeling. The latent feature classes can not only be defined
from music signals, but also from other relevant modalities
such as lyrics, tags, and music video. Second, with a set of
learned latent feature classes, multi-modal features can be
aligned to one another. For example, if we have a tagged
corpus and a VA-annotated corpus, we can automatically
position the mood tags in the VA space by means of the
fixed acoustic GMM. Third, we will investigate personalized
music emotion recommendation. The AEG model can be
used as a background model for general users. A collection
of personal feedback data can then be used to adapt either
acoustic GMM or VA GMM of the background model to
create a personalized one. Finally, it would be interesting to
study non-parametric Bayesian methods for the modeling of
music emotion, and to investigate whether we can get better
results without assuming that the VA space is Euclidean.
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