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Abstract— This paper proposes a novel framework that 

integrates audio and visual information for speech enhancement. 

Most speech enhancement approaches consider audio features 

only to design filters or transfer functions to convert noisy speech 

signals to clean ones. Visual data, which provide useful 

complementary information to audio data, have been integrated 

with audio data in many speech-related approaches to attain more 

effective speech processing performance. This paper presents our 

investigation into the use of the visual features of the motion of 

lips as additional visual information to improve the speech 

enhancement capability of deep neural network (DNN) speech 

enhancement performance. The experimental results show that 

the performance of DNN with audio-visual inputs exceeds that of 

DNN with audio inputs only in four standardized objective 

evaluations, thereby confirming the effectiveness of the inclusion 

of visual information into an audio-only speech enhancement 

framework.  

I. INTRODUCTION 

The primary goal of speech enhancement is to reduce the noise 

components of noisy speech signals to reconstruct clean speech 

signals, accordingly increasing the signal-to-noise ratio (SNR) 

and the quality of noise-corrupted speech. In a wide range of 

speech-related applications, such as automatic speech 

recognition (ASR) [1-3], speaker recognition [4,5] speech 

coding [6,7], and hearing aids [8,9], speech enhancement 

processing serves as a key component. In the past decades, 

numerous and diverse speech enhancement methods have been 

proposed and proven to provide satisfactory performance. One 

of these well-known approaches named spectral restoration 

estimates a gain function (based on the statistics of noise and 

speech components) to suppress noise components in the 

frequency domain to obtain a clean speech spectrum from the 

noisy speech input [10-15]. Another successful class of noise 

reduction (NR) approaches is the subspace-based methods, 

which adopt transformations to obtain enhanced speech given 

noisy speech. These transformations are estimated by 

minimizing the speech distortion with the constraint of a 

predetermined level of residual noise [16-18]. 

More recently, approaches based on machine learning have 

attracted considerable attention in the speech enhancement 

research field. Among these approaches, the speech 

enhancement method based on non-negative matrix 

factorization (NMF) and its extensions have been extensively 

investigated [19-22]. The NMF-based methods prepare the 

spectral bases for clean speech and noise using the 

corresponding training samples. Given noisy speech, the 

prepared bases are used to extract the clean speech portion. 

Another notable class of speech enhancement methods is based 

on deep learning. Generally, speech enhancement methods 

based on deep learning compute a mapping function, which 

aims to reconstruct clean signals from noisy input signals. 

Effective examples include deep neural networks (DNNs) [23-

25], recurrent neural networks [26-28], convolutional neural 

networks [29,30], and deep denoising autoencoder (DDAE) 

[31,32] models. When a sufficient amount of training data 

becomes available, these methods based on deep learning have 

been proven to provide comparable or even more effective 

noise reduction capability than traditional speech enhancement 

methods. In this study, we focus our attention on and intend to 

enhance its capability. 

In addition to speech signals, visual information carries 

important information in human-human or human-machine 

interaction. A study of the McGurk effect [33] indicated that 

the motion of the mouth or lips can play an important role in 

speech processing. Accordingly, audio-visual multimodality 

has been adopted in numerous speech-processing fields [34-38]. 

These results showed that the visual modality indeed enhances 

the performance of speech processing compared to the 

counterpart that only uses audio modality. In this study, we 

propose to integrate the audio and visual information to form 

joint input features for the DNN model for speech enhancement. 

The experimental results show that the fused audio-visual input 

feature vector is capable of outperforming an audio-only input 

feature vector in terms of several standard evaluation metrics, 

including hearing-aid speech quality index (HASQI) [39], 

hearing-aid speech perception index (HASPI) [40], speech 

distortion index (SDI) [41] and segmental signal-to-noise ratio 

improvement (SSNRI) [10], confirming the effectiveness of 

incorporating the visual information into the DNN speech 

enhancement framework.  



 
Fig. 1 Structure of the DNN-based speech enhancement approach. 

 

The structure of this paper is organized as follows: Section 

II introduces the DNN model and describes the incorporation 

of the joint audio-visual features in DNN for speech 

enhancement. Section III depicts the feature extraction 

procedure in both the audio and visual channels. Section IV 

shows our experimental setup and results, and Section V 

provides the concluding remarks of this study. 

II. AUDIO-VISUAL DNN FOR SPEECH ENHANCEMENT 

A. The DNN Model for Speech Enhancement 

     This section reviews the conventional DNN-based speech 

enhancement system, in which only audio features are 

considered. Fig. 1 shows the structure of the DNN-based 

speech enhancement approach. The DNN-based speech 

enhancement procedure can be divided into training and testing 

phases. In the training phase, a set of noisy-clean speech pairs 

is prepared. The noisy-clean speech signals are converted into 

the frequency domain by applying the short time Fourier 

transform first, and then taking the logarithmic to the noisy-

clean magnitude spectra. Finally, Mel-filter banks are 

performed to the noisy-clean log-spectra to form the noisy (Y) 

and clean (X) Mel-filter-bank features, respectively, for the 

input and output feature vectors of the DNN model. For the m-

th frame, the input vector contains the Mel-filter bank features 

of the noisy spectrum: Ỹm=[Y1,m-τ… Yl,m… YL,m+τ]′, where τ is 

the length of the context window and is setting to one in this 

work. Then, the output vector is  X̃m = [X1,m-τ… Xl,m… XL,m+τ]′, 

which is obtained from the clean speech, where Yl,m and Xl,m 

are the Mel-filter-bank features of the noisy and clean spectra, 

respectively, at the l-th frequency bin at the m-th frame. For a 

DNN model with J hidden layers, we have 

 

h
1(Ỹm)=σ(W1Ỹm+b1), 

      (1) 
⋮ 

h
J(Ỹm)=σ(WJ-1h

J-1(Ỹm)+bJ-1), 

X̂m=WJh
J(Ym)+bJ, 

  

where {W1…W} denote the weighting matrices, {b1…bJ} are 

the bias vectors, and X̂m is the vector containing the Mel-filter- 

       
Fig. 2 Training audio-visual DNN neurons with pairs of noisy speech features 
concatenated with visual features and corresponding clean speech features. 

 

bank features of restored speech corresponding to the noisy 

counterpart Ỹm . The nonlinear function σ(. )  of a hidden 

neuron is performed by logistic function as 

 

σ(t)= 1 (1+exp(-t)).⁄        (2) 

  

The parameters are determined by optimizing the following 

objective function: 

 

Λ*= arg min
θ

(F(Λ)+η1‖W1‖
F

2
+…+ηL‖WL‖

F

2
),    (3) 

F(Λ)=
1

M
∑ ||X̃m-X̂m||2

2M
m=1 , 

  

where Λ={W1…WJ;b1…bJ} is the parameter set of the DNN 

model, and M is the total number of training samples. In 

addition, {𝜂1 … 𝜂𝐿} are the regularization terms. 

In the testing phase, the Mel-filter-bank features of noisy 

speech signals are input into the trained DNN model to obtain 

the Mel-filter-bank features of enhanced speech signals as the 

output. Similar to spectral restoration approaches, the phases of 

the noisy speech are borrowed as the phases for the enhanced 

speech. The DNN-enhanced Mel-filter-bank features and the 

phase information can then be used to synthesize the enhanced 

speech.  

B. Audio-Visual DNN for Speech Enhancement 

     The proposed audio-visual DNN for speech enhancement is 

shown in Fig 2. The input layer is now composed by 

concatenating noisy speech and visual feature vectors. Thus, 

for the m-th frame, we have the input feature vector as:  Um =
[�̃�𝑚′ Zm′] ′, where Zm denotes the visual features. Meanwhile, 

the output vector is X̃m, which is the same as that used in the 

DNN model with only audio features. The same training 

procedures as shown in Eqs. (1)-(3) are carried out to train the 

parameters of the audio-visual DNN. 

In the testing phase, the audio-visual features are first 

extracted and then input into the trained DNN model to obtain 

the Mel-filter-bank features of enhanced speech signals as the 

output. The enhanced speech can be synthesized by borrowing 

the phases of the noisy speech, same as in the DNN model.  
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III. FEATURE EXTRACTION 

In this section, we provide details of the dataset and the 

feature extraction processes for both audio and visual channels. 

A. Datasets 

The prepared dataset contains audio-visual recordings of 40 

utterances of Mandarin sentences by a native male speaker. The 

length of each utterance is around 3-4 seconds. The recordings 

were carried out in a quiet room with sufficient light. The audio 

signals were recorded at a sampling rate of 48 kHz while 

variable video frame rates were used for recording the video 

part with 320 × 240 resolutions. The feature extraction 

procedures were simplified by resampling the recordings into 

fixed 8 kHz and 25 frame per second (fps) in the audio and 

visual channels, respectively. One-fourth (10 utterances) of the 

dataset was used for testing with the remaining 30 utterances 

used as the training set. 

B. Audio Feature Extraction 

     In the audio channel, the speech signals were first processed 

into a sequence of frames. Each frame was 32 milliseconds 

long, and the sliding frame rate was 62.5%, which was 20 

milliseconds. For each speech frame, 256-point fast Fourier 

transform was applied to convert the signal from time to 

frequency domains to form the 256-point complex spectra. 

Since the first half of the frequency range (from zero to the 

Nyquist frequency) is sufficient to represent the spectrum 

information, the magnitude spectra with 129 frequency bins 

were calculated, and then the logarithmic process was 

performed. Finally, 40 Mel-scaled band-pass filters were 

designed to filter the 129-element log-magnitude vector into 40 

dimensional Mel-filter-bank features, which has been proved 

to provide satisfactory performance of a DNN-based 

enhancement systems [31,32,42]. 

C. Visual Feature Extraction 

     For the visual channel, we first performed face region 

detection using the Viola-Jones algorithm [43]. Next, the 

Gauss-Newton deformable part model (GN-DPM) was 

adopted for mouth shape extraction, as described in [44]. Fig. 

3 (a) and (b) show the results of face detection and mouth-shape 

extraction, respectively. In this study, we adopted 18 points to 

represent the mouth region. The value of the distances between 

any two points of the 18 mouth-shape points (in both the x- and 

y-direction) were computed, and thus two sets of 153-

dimensional vectors were generated. These vectors were then 

normalized by subtracting the mean and dividing by the 

standard deviation. We reduced the dimensionality while 

retaining lip motion information throughout an utterance by 

computing and sorting the variance of each element of the 153-

dimensional vectors in an utterance. The top 20 elements with 

the highest variance values were selected to form a compact 

feature vectors. As a consequence, a 40-dimensional vector 

was used as the final visual feature vector for each image frame. 

Additionally, an upsampling process was carried out by 

interpolation from 25 fps to 50 fps to match the frame rate of 

the audio feature vector. 

 

 
(a)                                      (b) 

Fig. 3 Results of (a) face detection and (b) facial shape extraction using the 

Viola-Jones algorithm and the GN-DPM algorithm, respectively. 

IV. EXPERIMENTAL RESULTS 

A. Experimental Setup 

In this section, we evaluate the proposed audio-visual DNN 

on a speech enhancement task. As presented in Section II, the 

utterances recorded with both audio and visual data were used 

to form training and testing sets. We used a segment of baby 

crying sounds (around 5 minutes) as the source of noise, which 

was further divided into 3-minute and 2-minute segments. The 

3-minute part was combined with the training data to produce 

six different SNR conditions (-10, -6, -2, 2, 6, and 10dB) to 

form the training set, and the remaining 2-minute part was 

combined with the testing data at -5, 0, and 5dB to form the test 

set. In the following sections, we first visually compare the 

difference between DNN with audio-only features and audio-

visual features, which are termed A-DNN and AV-DNN, 

respectively, for simplicity. For A-DNN, the model structure 

is :{120, 100, 100, 100, 120}. For AV-DNN, the model 

structure is {240, 100, 100, 100, 120}. Next, four sets of 

objective evaluations are presented to validate the effectiveness 

of the proposed AV-DNN. The results of noisy speech are also 

presented for comparison, where the same signal-processing 

steps as presented in Section III are carried out for A-DNN and 

AV-DNN to ensure a fair comparison. 

B. Spectrogram Comparison 

     Fig. 4 (a), (b), (c), and (d) demonstrate the spectrograms of 

clean speech, noisy speech (at 0dB SNR), speech enhanced by 

A-DNN, and speech enhanced by AV-DNN, respectively. By 

comparing (b), (c), and (d), we note that both A-DNN and AV-

DNN clearly remove noise components (the baby crying 

sounds in the background), confirming the effectiveness of 

both A-DNN and AV-DNN. In addition, when comparing (c) 

with (d) in the figure, more detailed sound structures in the 

magnitude spectrograms are revealed by AV-DNN than those 

generated from A-DNN. In the next section, we present more 

objective evolutions to compare these two models. 
 

C. Objective Results 

     We first compare A-DNN and AV-DNN using the SSNRI 

and SDI evaluation metrics, which are two important indicators 

to judge the performance of a speech enhancement method. 

SSNRI calculates the improvement in the SNR attained by the 

enhanced speech signals over the noisy speech signals in 

decibel, as shown in Eq. (4). 



 
Fig. 4 Spectrograms: (a) clean speech, (b) noisy speech with 0dB SNR, (c) 
enhanced speech by A-DNN, and (d) enhanced speech by AV-DNN. 

 

SSNRI=10 log
10

(
PEnhanced

PNoisy

),       (4) 

 

where PEnhanced and PNoisy denote power of enhanced and noisy 

speech respectively. In addition, SDI measures the distortion of 

an enhanced speech with respect to the referenced clean one. A 

lower SDI indicating a smaller difference between clean and 

enhanced speech signals. Eq. (5) gives the definition of SDI, 

where SEnhanced[n] and SClean[n] represent enhanced and clean 

speech samples, respectively, with time index n. The results of 

the SSNRI and SDI calculations are presented in Fig. 5 (a) and 

(b), respectively. 

 

SDI=
∑ (SEnhanced[n]-SClean[n])

2
𝑛

∑ SClean
2 [n]𝑛

. (5) 

  

From Fig. 5 (a), we first note that both A-DNN and AV-

DNN significantly improve the SNR over the noisy inputs, 

especially for the -5dB SNR condition. In addition, the figure 

indicates that both A-DNN and AV-DNN provide considerable 

SDI reductions in the -5 dB and 0 dB SNRs. However, neither 

A-DNN nor AV-DNN were able to reduce SDI values on 5dB  

SNR condition. The reason for that is probably the insufficient 

training data available in this study (30 training utterances). 

Furthermore, AV-DNN achieves lower SDI than A-DNN 

consistently over all testing conditions. 

Next, we present the HASQI and HASPI scores to compare 

the enhancement performance in terms of speech quality and 

intelligibility, respectively. The score range for both indices are 

{0 to 1} that the higher scores represent the better quality or  

 
TABLE 1. AVERAGE HASQI SCORES OF A-DNN AND AV-DNN, WHERE THE 

SCORES OF NOISY SPEECH ARE ALSO PRESENTED. 

SNR -5dB 0dB 5dB 

Noisy 0.1587 0.2431 0.3253 

A-DNN 0.2925 0.3391 0.3736 

AV-DNN 0.3001 0.3505 0.4001 

 

TABLE 2. AVERAGE HASPI SCORES OF A-DNN AND AV-DNN, WHERE THE 

SCORES OF NOISY SPEECH ARE ALSO PRESENTED. 

SNR -5dB 0dB 5dB 

Noisy 0.8827 0.9725 0.9900 

A-DNN 0.9861 0.9937 0.9961 

AV-DNN 0.9893 0.9949 0.9973 

SNR(dB)

-5 0 5

S
c
o
re

4

6

8

10 A-DNN

AV-DNN

 
  (a) 

SNR(dB)

-5 0 5

S
c
o
re

0.0

0.2

0.4

0.6

0.8

1.0

1.2
Noisy

A-DNN

AV-DNN

 
  (b) 

Fig. 5 Average scores of (a) SSNRI and (b) SDI. A-DNN and AV-DNN denote 

DNN using audio and audio-visual features, respectively. 

 

perception of a sound. Evaluated results are listed in Table 1 

and 2, respectively. From both tables, we again note that both 

A-DNN and AV-DNN clearly enhance speech signals, thereby 

proving improved quality and intelligibility. Moreover, AV-

DNN achieves higher scores than A-DNN consistently, 

confirming that the effectiveness of incorporating audio and 

visual features in DNN for speech enhancement. 

V. CONCLUSIONS 

In this paper, we have proposed a novel DNN-based system 

that incorporates audio and visual information for speech 

enhancement. Since the audio and visual information were 

used to form a new feature input, the proposed method can be 

considered as a feature-level-fusion method in multimodality 

research. The experimental results show that audio-visual DNN 

outperforms audio-only DNN. For our future work, we plan to 

investigate approaches based on model-level fusion or 

decision-level fusion and compare their performance. 

Meanwhile, we aim to collect additional audio-visual 

recordings with the view of constructing a multi-speaker audio-

visual DNN approach to compare its speech enhancement 

performance. 
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