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Abstract—We describe a learning-based approach for verifying recursive functions. The Boolean formula learning algorithm CDNF is used to automatically infer function summaries for recursive functions. In contrast to traditional iterative fixpoint computation-based approaches, ours can quickly guess summaries and verify purported summaries. When purported summaries are incorrect, the learning algorithm refines them by posing queries. We solve examples that are unattainable by a mature model checker for recursive programs.

I. INTRODUCTION

A function summary is a formula encoding an over-approximation of function behaviors. A summary can be viewed as a well-specified interface of a function. Computing function summaries is an important technique in program verification. One can replace a function with its summary when he tries to verify a program. Since function bodies are replaced by their summaries, function summaries greatly simplify the verification task.

However, computing suitable summaries can be difficult particularly at the presence of recursion. For non-recursive functions, their summaries can be obtained by inlining function calls. In fact, one can even use summaries of callee functions to compute summaries for non-recursive caller functions. For recursive functions, the depth of recursive calls can be unbounded. Their summaries cannot be obtained by inlining. Moreover, callers and callees can be identical in recursion. Summaries of recursive functions cannot be obtained by summary replacement either.

The traditional approach [1] for finding summaries requires an iterative fixed point computation. Specifically, it iteratively collects the input/output behaviors of a function to construct its function summary until a fixed point is reached. In this paper, we propose an alternative approach that makes use of algorithmic learning. Our basic strategy is guess-and-check. We use the CDNF learning algorithm [2], [3] to conjecture candidates of summaries and then verify if the candidate is correct. If a candidate is incorrect, the learning algorithm refines the candidate by posing queries. These queries are answered by a mechanical teacher implemented by a simulator and a SAT solver. Our algorithm is guaranteed to terminate. When the function satisfies the given property, it reports a suitable function summary to justify the correctness. Otherwise, it reports that the function is incorrect.

Compared with traditional approaches, our learning-based technique admits more room for heuristic optimization. Given a program property, there can be several feasible function summaries to establish the property. It suffices to find but one feasible function summary. Our learning-based approach aims to find such a feasible function summary. When the learning algorithm makes a reasonable guess, we check if the guess is a feasible function summary. If it is, we are done. Otherwise, we guide the learning algorithm to find another reasonable guess. Better heuristics can guide the algorithm to better guesses and improve our technique.

We compare our prototype tool with a mature model checker Moped2 [4] for recursive functions on five classical examples with recursion. Our approach can handle three of the five examples with 32-bits variables in seconds, while Moped2 cannot handle any of them.

Related Works: Boolean learning algorithms have been applied to other problems such as loop invariant generation [5], [6], [7], termination analysis [8], and contextual assumption synthesis [9], [10], [11]. In another track, automata-based learning also have applied for similar problems such as contextual assumption synthesis [12], [13], [14] and interface synthesis [15]. Among those, the closest research topic is invariant generation for loops annotated with pre- and post-conditions [5], [6], [7]. Instead of simple loops, we consider a more general model that allows even mutual recursive functions in the current work.

Verification algorithms for recursive programs have been investigated for years. The approach based on collecting summaries was proposed in [1]. Another important technique for verifying recursive programs uses automata to collect reachable system states [16], [17], [18]. Nowadays, several model checkers support recursive Boolean programs. The most well-known and mature tools include Bebop [19] and Moped [4]. More recently, people have tried to use Craig interpolation as the tool for guessing suitable summaries [20], [21]. These works have similar basic strategy to ours, but using completely different techniques.

II. PRELIMINARY

Let $\mathbb{B} = \{false, true\}$ be the Boolean domain with truth values false and true. We use $\mathbb{B}^n$ to denote the set of all vectors of truth values of size $n$. A Boolean variable is a variable over Boolean domain and a Boolean formula is a
formula constructed from Boolean variables, truth values, and Boolean connectives. Let \( \bar{x} \) be a finite set of Boolean variables. We use \( |\bar{x}| \) to denote the size of \( \bar{x} \). An assignment of \( \bar{x} \) is a mapping from \( \bar{x} \) to \( \mathbb{B}^{|\bar{x}|} \). We use \( x_1, x_2, \ldots, x_n \mapsto v_1, v_2, \ldots, v_n \) to denote an assignment that maps \( x_i \) to \( v_i \) for \( 0 < i \leq n \). We call the set \( \{x_1, x_2, \ldots, x_n\} \) the domain of the assignment \( x_1, x_2, \ldots, x_n \mapsto v_1, v_2, \ldots, v_n \).

For an assignment \( \Psi \) and a set of variables \( \bar{x} \), we write \( \Psi \downarrow_{\bar{x}} \) to denote the projection of \( \Psi \) on \( \bar{x} \). We write \( \text{true}(\bar{x}) \) to denote the assignment that maps all variables in \( \bar{x} \) to true. Given a Boolean formula \( e \) over Boolean variables \( \bar{x} \), we define \( [e] \) as the set of satisfying assignments to \( e \), i.e., \( [e] = \{ \Psi \mid \Psi = e \text{ and } \Psi \text{ is an assignment to } \bar{x} \} \). A Boolean formula \( e \) is satisfiable if \( [e] \neq \emptyset \). Otherwise, we say that \( e \) is unsatisfiable.

We use \( e[x \mapsto x'] \) to denote the formula obtained by substituting all free occurrences of \( x \in e \) with \( x' \) and write \( e[v, \bar{v} \mapsto v', \bar{v}'] \) for \( e[v \mapsto v'] \bar{v} \mapsto \bar{v}' \). Given two assignments \( \Psi, \bar{\Psi} \) and \( \bar{\Psi}[\bar{\Xi}] \) is the assignment that (1) \( \bar{\Psi}[\bar{\Xi}](x) = \bar{\Xi}(x) \) if \( x \in \text{domain of } \bar{\Xi} \) and (2) \( \bar{\Psi}[\bar{\Xi}](x) = \bar{\Xi}(x) \) if \( x \notin \text{dom} \text{ain of } \bar{\Xi} \). Given a Boolean formula \( e \) and an assignment \( \Psi \) that gives values to all variables in \( e \), \( [e]_{\Psi} \) denotes the evaluation of \( e \) under \( \Psi \).

A. Control Flow Graphs

A control flow graph (CFG) \( C \) is a tuple \((V, E, n^{in}, n^{out}, \bar{v}, \bar{y}, \bar{r})\) consisting of a set \( V \) of nodes, a set \( E \subseteq V \times \text{op} \times V \) of edges, an entry node \( n^{in} \), an exit node \( n^{out} \), a vector \( \bar{v} \) of all variables, a vector \( \bar{y} \subseteq \bar{v} \) of input variables, and a vector \( \bar{r} \subseteq \bar{v} \) of return variables. The set of operations \( \text{op} \) is generated by the following grammar.

\[
\text{op} \equiv x := e \mid e_0 = e_1 \quad \bar{x} := f(\bar{e}) \mid \text{return } \bar{r} \mid \text{skip}
\]

The entry node \( n^{in} \) is the only node without incoming edges and the exit node \( n^{out} \) is the only node without outgoing edges. The initial values of formal parameters \( \bar{y} \) are not determined to represent arbitrary inputs to the function. The initial values of all other variables are true.

We assume the following properties about CFGs:

1) A CFG is a directed acyclic graph (DAG).
2) Each node has at most two outgoing transitions. When it has two outgoing transitions, the two transitions must be labeled by \( e_0 = e_1 \) and \( e_0 = \neg e_1 \), respectively, for some \( e_0, e_1 \).
3) The exit node \( n^{out} \) has only one incoming edge and that edge is the only edge in a CFG labeled with a return operation.
4) If a node has multiple incoming edges, these edges have to be labeled by \text{skip} operations.
5) Formal parameters \( \bar{y} \) and return variables \( \bar{r} \) are disjoint.

B. Semantics of Control Flow Graphs

In the rest of the paper, we fix a CFG \( C = (V, E, n^{in}, n^{out}, \bar{v}, \bar{y}, \bar{r}) \) obtained from the function \( f \). We use \( \emptyset \) to denote the empty stack. If \( \Gamma \) is a stack, then \( a \cdot \Gamma \) is a stack with the element \( a \) on top of \( \Gamma \). A program state is a triple \((\Psi, n, \Gamma)\) of an assignment \( \Psi \), a node \( n \), and a call stack \( \Gamma \). A call stack is a stack whose elements are triples of the form \((\Psi, \bar{x}, \bar{v})\), where \( n \) is a return node in the calling function, \( \Psi^\bar{e} \) is an assignment to the variables of the calling function, and \( \bar{x} \) is a vector of variables to receive return values.

The semantic of \( C \) is defined by its induced transition system over program states. The initial program states are \( \{ (\Psi^r, n^{in}, \emptyset) \mid \Psi^r = \text{true}(\bar{v}) \wedge \bar{v} \in \mathbb{B}^{|\bar{v}|} \} \). In words, \( \Psi^r \) is an assignment that maps formal parameters \( \bar{y} \) to arbitrary Boolean values and the rest to true. Define the Post (partial) function mapping a program state and an edge to the next program state as follows.

\[
\begin{align*}
\text{Post}((\Psi, n, \Gamma), (n, x := e, n')) & \triangleq (\Psi[x \mapsto \{e\}_\Psi], n', \Gamma) \\
\text{Post}((\Psi, n, \Gamma), (n, e_0 = e_1, n')) & \triangleq (\Psi, n', \Gamma) \quad \text{if } \{e_0\}_\Psi = \{e_1\}_\Psi \\
\text{Post}((\Psi, n, \Gamma), (n, \bar{x} := f(\bar{e}), n')) & \triangleq (\text{true}(\bar{v}) \Rightarrow \{e\}_\Psi, n^{in}, (\Psi, \bar{x}, \bar{v}) \cdot \Gamma) \\
\text{Post}((\Psi, n, \Gamma), (n, \text{return } \bar{r}, n')) & \triangleq (\Psi' \Rightarrow \{\bar{r}\}_\Psi, n', \Gamma) \\
\text{Post}((\Psi, n, \Gamma), (n, \text{skip}, n')) & \triangleq (\Psi, n', \Gamma)
\end{align*}
\]

For other cases, \( \text{Post}((\Psi, n, \Gamma), (n_0, \text{op}, n_2)) = \bot \). We say \( C \) returns \( \bar{v}' \in \mathbb{B}^{|\bar{v}|} \) on the input \( \bar{v} \in \mathbb{B}^{|\bar{v}|} \) if there are \((\Psi_1, n_1, \Gamma_1), \text{op}_1, (\Psi_2, n_2, \Gamma_2), \ldots, (\Psi_k, n_k, \Gamma_k)\) with \( n_1 = n^{in}, n_k = n^{out}, \bar{v} = \bar{y}_1 \Psi_1 \Psi_2 \cdots \Psi_k, \bar{v}' = \bar{r}_1 \Psi_1 \Psi_2 \cdots \Psi_k \), and \( \text{Post}((\Psi_1, n_1, \Gamma_1), \text{op}_1) = (\Psi_{i+1}, n_{i+1}, \Gamma_{i+1}) \) for \( 0 < i < k \).

C. Boolean Programs

We consider Boolean programs with syntax as follows.*

\[
\begin{align*}
\text{prog} & \equiv \text{func}^+ \\
\text{func} & \equiv \text{name}(\bar{y})\{s'\} \\
\text{op} & \equiv x := e \mid e_0 = e_1 \mid \text{return } \bar{r} \mid \text{skip}
\end{align*}
\]

where \( x \) is a Boolean variable, \( e, e_0, e_1 \) are Boolean formulae, \( \bar{e} \) is a vector of Boolean formulae, \( f \) is a function, \( \bar{v} \) is a vector of variables to receive the return values, and \( \bar{r} \) a vector of return variables for functions.

A Boolean program can be translated to a CFG. The translation involves the following steps (1) transforms all loops to recursive functions, (2) inlines all non-recursive functions, (3) merges all recursive functions into one, and

*The first function is the starting point of a Boolean program.
(4) makes the return \(\bar{r}\) statement the last statement of the program. For example, consider a simple function with a loop in Figure 1 (a). We introduce a new function for the loop body. A recursive call to the introduced function thus performs an iteration of the loop (Figure 1 (b)).

\[
A(x, y) = \begin{cases} 
\text{doLoop}(x, y); & x, y := \text{doLoop}(x, y); \text{ return } x; \\
\text{doLoop}(x, y); & \text{ while } x \text{ do } \\
\quad \text{ if } x \text{ then } y := \bar{y}; \text{ x := } \bar{x}; \\
\quad \text{ od } \text{ return } x; \text{ y := doLoop}(x, y); \text{ return } x, y; \\
\text{ else } \text{ return } x, y; 
\end{cases}
\]

(a) Original 

(b) After transformation

Figure 1: Encode loops as recursive functions.

After the transformation, Boolean programs are converted into control flow graphs easily. For the if...then...else statements, we convert them to nodes with two outgoing transitions. This is the only case that a node can have more than one outgoing transition. For other statements, each statement is converted into one edge of the CFG connected in the same order as in the Boolean program. If a node \(n\) has multiple incoming edges, e.g., \((n_1, op_1, n)\) and \((n_2, op_2, n)\), we add edges labeled `skip` in the middle, e.g., replace the edges with the \((n_1, op_1, n_1')\) and \((n_1', \text{skip}, n)\), \((n_2, \text{op}_2, n_2')\), and \((n_2', \text{skip}, n)\). Notice that after the transformation, the Boolean program contains only one function. Moreover its corresponding CFG satisfies the assumptions.

D. Function Summary

A function summary is an over-approximation of a function’s input/output behaviors. Formally, a function summary \(s\) is a formula over \(\bar{y} \cup \bar{r}\) (formal parameters and return variables) such that if \(C\) returns \(\bar{r}' \in \mathbb{B}^{\bar{y}}\) on the input \(\bar{y} \in \mathbb{B}^{\bar{y}}\), then \(\{s\}_{\bar{y}, \bar{r} \rightarrow \bar{r}', \bar{r}'} = true\).

E. Problem Statement

Given a Boolean formula \(p\) over \(\bar{y} \cup \bar{r}\) that specifies the desired behaviors, the function \(f\) is correct with respect to \(p\) if \(f\) always produces input/output behaviors specified in \(p\). This is done by finding a summary \(s\) of the function \(f\) such that \(s \wedge \neg p\) is unsatisfiable. Indeed, suppose there is a summary \(s\) with \(s \wedge \neg p\) unsatisfiable. We have \(s \implies p\). Since \(s\) is a summary of \(f\), every behaviors of \(f\) are specified in \(s\). \(f\) is correct with respect to \(p\).

F. The CDNF Learning Algorithm

We use the CDNF algorithm to find a proper function summary. The learning algorithm was proposed in [2]. It assumes a teacher that knows the target Boolean formula \(t\) and answers the following two types of questions about \(t\):

- A membership query on an assignment \(\Psi\) asks if the target Boolean formula \(t\) evaluates to true under \(\Psi\).
- An equivalence query on a candidate Boolean formula \(s\) asks if \(s\) is equivalent to \(t\). If they are not, a differentiating assignment is returned as a counterexample.

Let \(t\) be the target formula. Let \(DNF(t)\) and \(CNF(t)\) be the sizes of minimal DNF and CNF formulae equal to \(t\), respectively. If a teacher of \(t\) is provided, the CDNF algorithm is guaranteed to produce a formula that equals to \(t\) using a polynomial number of both type of queries (in \(DNF(t)\) and \(CNF(t)\)). We treat the CDNF algorithm as a black box here and refer interested readers to [2], [3].

III. Overview

We apply the CDNF machine learning algorithm to find a proper function summary [2], [3]. The CDNF learning algorithm acquires information about a function summary by posing membership queries to the teacher. A membership query checks if an assignment \(\Psi\) corresponds to a real input/output behavior of \(f\). After collecting a number of membership query results, the CDNF algorithm conjectures a candidate of a function summary \(s\). It then poses an equivalence query to check if \(s\) is indeed a function summary that is sufficient to establish correctness. If it is not, the teacher either reports that the program is unsafe or returns an assignment \(\Phi\) that can be used by the CDNF algorithm to refine the next candidate. The above procedure is repeated until a function summary is found or the algorithm detects that \(f\) is incorrect with respect to the desired property.

Notice that when the function \(f\) is correct with respect to a property \(p\), it is usually the case that there are many function summaries that can be used to establish the correctness proof. We would like to apply the CDNF learning algorithm to find one of such summaries to prove program correctness.

Let \(s_f\) be the minimal function summary for \(f\)\(^1\), that is, the function summary of \(f\) with the smallest amount of satisfying assignments. Our design of the teacher guides the CDNF algorithm to the Boolean formula \(s_f \wedge p\). If \(f\) satisfies \(p\), that is, \([s_f] \subseteq [p]\), we have \([s_f \wedge p] = [s_f] \cap [p] = [s_f]\). Hence the CDNF algorithm eventually converges to \([s_f]\) and finds a function summary. Nevertheless, it is very often that our algorithm finds a feasible summary before it converges to \([s_f]\). If \(f\) does not satisfy \(p\), that is, \(s_f \not\implies p\), our teacher eventually reports an assignment \(\Phi\) in \([s_f \wedge \neg p]\) as an evidence for \(f\) violating the property \(p\) (Figure 2).

\(^1\)In fact, \(s_f\) equals to the exact semantics of the function \(f\) [22].
The design of the teacher for membership and equivalence queries will be described in Section IV and V. With the teacher provided, our procedure is guaranteed to terminate.

IV. ANSWERING MEMBERSHIP QUERIES

A membership query on assignment $\Psi$

- Is $\Psi$ a satisfying assignment to $p$?
  - Yes, return true to the learner.
  - No, return false to the learner.

Simulate the function $f$ and check if $\Psi$ encodes a behavior of $f$.

- Yes, return true to the learner.
- No, return false to the learner.

Figure 3: The flow to answer membership queries

On a membership query, the teacher receives an assignment $\Psi$ over $\vec{y} \cup \vec{r}$. It first checks if $\Psi$ is a satisfying assignment to $p$. If it is not, $\Psi$ cannot be a satisfying assignment in $[s_f] \cap [p]$. The teacher thus returns false to the learning algorithm (Figure 3).

Otherwise, the teacher simulates the function $f$ on the assignment $\Psi$. The assignment $\Psi$ is divided into an assignment to formal parameters $\Psi \downarrow_{\vec{y}}$, and an assignment to return variables $\Psi \downarrow_{\vec{r}}$. The simulation algorithm is almost equivalent to executing the program on the input $\Psi \downarrow_{\vec{y}}$ and checking if the output matches $\Psi \downarrow_{\vec{r}}$. The only difference is that we reject the non-terminating inputs in simulation. More specifically, once the function $f$ calls itself, we record the assignment $\Pi$ to its formal parameters in a stack. The simulator stops immediately and returns false if this assignment $\Pi$ appeared in the stack already. In this case, inputting $\Pi$ to $f$ will eventually lead to another call to $f$ with the same input. The computation will be repeated forever. The function $f$ hence has no return values. This is the only possible situation that the execution of $f$ does not terminate.

Algorithm 1 gives details of our simulator. In Line 1, variables are initialized. We use $\Pi$, $n$, and $\Gamma$ to denote the assignment, the node, and the call stack of the current program state, respectively. A stack $VStack$ is used to store the values that have been assigned to the formal parameters. In Lines 3-12, we compute the next program state. If such program state does not exist (Line 13), the simulation stops and returns false. Lines 4-6 handle function calls. If the values $\{\vec{e}\}_\Pi$ appeared in $VStack$ (Line 5), the function does not terminate on this input and hence the simulator returns false. Lines 7-11 handle return operations. If $VStack$ is not empty (Line 11), an element is popped from $VStack$. Otherwise (Line 8), the simulation stops and $\Pi \downarrow_{\vec{r}}$ is the return value of $f$ on the input $\Psi \downarrow_{\vec{y}}$. When $\Pi \downarrow_{\vec{r}}$ are equal to the return values $\Psi \downarrow_{\vec{r}}$, $\Psi$ encodes a behavior of $f$ and hence the teacher returns true. Otherwise, false is returned.

Algorithm 1: Simulate the function $f$ on $\Psi$.

V. ANSWERING EQUIVALENCE QUERIES

On an equivalence query, the teacher is given a Boolean formula $s$ over $\vec{y} \cup \vec{r}$. We check if $[s] \subseteq [p]$ by checking...
An equivalence query on a Boolean formula $s$.

Yes, pass the satisfying assignment $\Phi$ to the learner.

No, return $f$ is safe w.r.t. $p$.

Is $\tau(s) \land \neg s$ satisfiable?

No

Yes, with a satisfying assignment $\Psi$.

Analyze the satisfying assignment $\Psi$ and check if $f$ is unsafe.

Yes, return $f$ is unsafe w.r.t. $p$.

No, extract an assignment $\Pi$ from $\Psi$ and return $\Pi$ to the learner.

Figure 4: The flow to answer equivalence queries

![A control flow graph](image)

Figure 5: A control flow graph

the satisfiability of the Boolean formula $s \land \neg p$. A satisfying assignment $\Phi$ of $s \land \neg p$ denotes an input/output behavior allowed by the current candidate $s$ (i.e., $\Phi \in [s]$), but not allowed in $p$ (i.e., $\Phi \notin [p]$) (Figure 4). Therefore, we pass $\Phi$ to the CDNF algorithm to refine the next candidate.

Otherwise, we proceed to check if $s$ is a summary of $f$. Intuitively, we have to generate the formula $s_f$ that describes exact input/output behaviors of $f$ and check if $s_f \implies s$, i.e., $s$ encodes all possible behaviors of the function $f$. However, it is hard to obtain $s_f$ in particular when $f$ is a recursive function. Hence we adopt a slightly different approach. The theory behind the approach is Tarski’s fixed point theorem.

Let $\tau$ be a functional that takes a Boolean formula $s$ over $y \cup \bar{r}$ as the input, and returns a Boolean formula encoding the behaviors of $f$ assuming $s$ is a function summary of $f$. It can be shown that the smallest function summaries of $f$ is the least fixed point for $\tau$. By Tarski’s Fixed Point Theorem,

$$\mu z. \tau(z) = \land \{ z : \tau(z) \implies z \}.$$ 

It follows that any formula $z$ satisfies $\tau(z) \implies z$ encodes a function summary of $f$.

After the teacher checks $s \implies p$ in Figure 4, it continues to check if $\tau(s) \implies s$. If $\tau(s) \land \neg s$ is unsatisfiable, $s$ is a function summary that can be used to establish correctness with respect to $p$. Hence our algorithm terminates and reports that $f$ is safe with respect to $p$. If $\tau(s) \land \neg s$ is satisfied, we analyze the satisfying assignment as follows.

Let $\Psi$ be a satisfying assignment to $\tau(s) \land \neg s$. There are only two possible reasons that the $\tau(s) \land \neg s$ is satisfiable. Either $s$ encodes too few behaviors, or $\tau(s)$ encodes too many behaviors. We use simulation (Algorithm 1) to check if $\Psi$ is indeed a behavior of $f$. If so, define $\Pi$ to be $\Psi$. Thus $\Pi \in [s_f]$ but $\Pi \notin [s]$. If moreover $\Pi \in [\neg p]$, $\Pi$ is a behavior of $f$ not satisfying $p$. The teacher reports $f$ is unsafe with respect to $p$. If $\Pi \notin [p]$, $s$ does not encode the behavior $\Pi \in [s_f] \cap [p]$. The teacher returns $f$ as a counterexample to refine the next candidate.

Otherwise, $\Pi$ does not encode a behavior of $f$ and hence the function summary $s$ is too coarse. Some assignments thus need be removed from $[s]$. We again use Algorithm 1 to check if a satisfying assignment $\Psi$ in $[s]$ is a behavior of $f$. If not, we have $\Psi \in [s]$ but $\Psi \notin [s_f] \cap [p]$. $\Psi$ is returned as a counterexample to the learning algorithm.

VI. Correctness

Termination: We first assume that our algorithm does not terminate. By the property of CDNF, the teacher eventually conjectures a candidate formula $s$ that equals to $s_f \land p$. After this candidate, we have two cases: (1) $[s] = [s_f \land p] = [s_f]$ and (2) $[s] = [s_f \land p] \subset [s_f]$. For case (1), because $[s] = [s_f \land p] = [s \land p]$, we know that $s \implies p$ is valid. Because $[s] = [s_f]$, the smallest function summary, we have $\tau(s) \implies s$ is valid. Since the two conditions $s \implies p$ and $\tau(s) \implies s$ are both valid, the algorithm will terminate and answer that the function $f$ is safe with respect to $p$. For case (2), $[s] \subset [s_f]$, there must be some assignment $\Psi$ such that $\Psi \in [s_f]$ and $\Psi \notin [s] = [s_f \land p]$. It follows that $\Psi \in [s_f \land \neg p]$. In this case, our algorithm will stop and then report that $f$ is unsafe with respect to $p$. From the analysis of case (1) and (2), we proved that our algorithm always terminates.

Soundness: We next show that when our algorithm terminates, it always gives a correct answer. For the case that it found a summary $s$, the two conditions $s \implies p$ and $\tau(s) \implies p$ are both valid and hence we proved that the function is safe with respect to $p$. For the case that the teacher found an assignment $\Phi$ in $[s_f]$ but not in $[p]$, $\Phi$ is an evidence to show that $f$ is unsafe with respect to $p$ and thus we proved that the function is unsafe.

VII. Optimization

In this section we explain how to translate a control flow graph to a path formula efficiently.

Given a CFG $C$, we first translate the statement on each edge to the static single assignment form (Figure 6). In the figure, we add indices to variables to make data flow explicit. For instance, the return variable $r$ have different indices on different edges. This allows us to form a formula for each
Complicated control flow graphs will have lots of repeated formulas over all paths in the control flow graph by the figure. Using graph transformation, the path formula \( r = r_7 \) on the edge 3 \(-\) 4 hence models the function call \( a := f(b, a) \) when \( s \) is a function summary of \( f \).

Assume \( s \) is a function summary of \( f \). The path formula \( \tau(s) \) of the CFG \( C \) can be obtained by the disjunction of path formulas over all paths in \( C \). Although it is logically sound, such path formulas may contain redundant subformulas. If one computes such a path formula from Figure 6, the subformula \( r = r_7 \) on the edge 7 \(-\) 8 will appear twice. Complicated control flow graphs will have lots of repeated subformulas. Simplifying \( \tau(s) \) by sharing is hence needed.

![Figure 6: Static Single Assignments of Figure 5.](image)

We use the CDNF learning algorithm implemented in the BULL library [23]. We use minisat2 for SAT solving. All experiments are done on AMD Opteron(TM) 6276 CPUs with 256GB memory running Linux 3.4.7. The timeout period and memory limit for each process are set to 300 seconds and 4 GB, respectively. Observe that our approach relies heavily on a simulator. Its implementation is crucial to the performance. We add a cache to the simulator. The cache hits rate is normally ranging from 60\% to 90\%.

We use \( \bar{r} \) to denote the result returned from a function. For each case, we test three positive properties: (1) zero test \((\bar{r} > 0)\), (2) a given input produces correct output (e.g., for \( gcd(\bar{x}, \bar{y}) \), we check \( \bar{x} \neq 3 \lor \bar{y} \neq 2 \lor \bar{r} = 1 \)), and (3) a problem specific difficult property (e.g., for \( gcd(\bar{x}, \bar{y}) \), we check the property that two even input values will not result in an odd output value). In the CFGs of all the examples, we put a filter to exclude the input value 0. Therefore, in all of the examples, the verifier should report \( f \) is safe with respect to the zero test.

We present the experimental result in Table I. Our algorithm performs well on examples \( hanoi(\bar{n}) \), \( fibonacci(\bar{n}) \), and \( sum(\bar{n}) \). It verifies all properties with almost no time even with 32 bits variables. For the 32 bits examples and property (3), the CDNF algorithm poses 2 membership queries and 5 equivalence queries to find a summary for \( hanoi(\bar{n}) \), 63 membership queries and 63 equivalence queries to find a summary for \( fibonacci(\bar{n}) \), and 64 membership queries and 64 equivalence queries to find a summary for \( sum(\bar{n}) \). We attribute this to the fact that usually there exist many function summaries for \( f \) to satisfy the property \( p \) and we only need to find one of them. However, learned summaries need not be trivial. Many learned function summaries are Boolean formulae with hundreds of literals. In contrast, the Moped2 tool cannot handle any of these examples with variable size larger than 16 bits.

Figure 7 enables sharing in path formulae by graph transformation. Our algorithm merges two edges and their formulae in a control flow graph by the figure. Using graph transformation, the path formula \( \tau(s) \) for the control flow graph in Figure 6 contains only one occurrence of the subformula \( r = r_7 \) as desired.

VIII. PRELIMINARY EXPERIMENTAL RESULTS

We implemented our algorithm in C++ and compared it with the Moped2 model checker [4]. We did not enable predicate abstraction. We aim for testing the core for state space exploration algorithm in the experiments.

We encode five classical examples of recursive functions of \( n \)-bits variables (\( n \) varies from 3 to 32): \( gcd(\bar{x}, \bar{y}) \), \( hanoi(\bar{n}) \), \( fibonacci(\bar{n}) \), \( combination(\bar{n}, \bar{k}) \), and \( sum(\bar{n}) \).

![Figure 7: Merge edges in C_{SSA}.](image)

\( \text{gcd}(1, 100) = 10 \) to the summary, even if this assignment is not essential with respect to the properties, the algorithm has to also add \( \text{gcd}(1, 101) = 10, \text{gcd}(101, 100) = 10, \text{gcd}(1, 102) = 10, \ldots \) to the summary.

\[ \text{gcd}(a, b) = \begin{cases} a & \text{if } b = 0 \\ \text{gcd}(b, a \mod b) & \text{otherwise} \end{cases} \]

\[ \text{hanoi}(n) = \begin{cases} 1 & \text{if } n = 1 \\ \text{hanoi}(n-1) & \text{if } n > 1 \end{cases} \]

\[ \text{fibonacci}(n) = \begin{cases} 0 & \text{if } n = 0 \\ 1 & \text{if } n = 1 \\ \text{fibonacci}(n-1) + \text{fibonacci}(n-2) & \text{otherwise} \end{cases} \]

\[ \text{combination}(n, k) = \begin{cases} 1 & \text{if } k = 0 \\ \binom{n-1}{k-1} & \text{if } k > 0 \end{cases} \]

\[ \text{sum}(n) = \begin{cases} 0 & \text{if } n = 0 \\ \text{sum}(n-1) + n & \text{otherwise} \end{cases} \]
Table I: The experimental result on the classical examples with different variable sizes (‘−’ denotes timeout).

<table>
<thead>
<tr>
<th></th>
<th>Property</th>
<th>4bits</th>
<th>8bits</th>
<th>12bits</th>
<th>16bits</th>
<th>20bits</th>
<th>24bits</th>
<th>28bits</th>
<th>32bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>fibonacci(n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>r &gt; 0</td>
<td>0.01</td>
<td>0.04</td>
<td>0.07</td>
<td>0.11</td>
<td>0.16</td>
<td>0.22</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>Moped2</td>
<td>r &gt; 0</td>
<td>0</td>
<td>1.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n ≠ 4 ∨ r = 5</td>
<td>0.01</td>
<td>0.04</td>
<td>0.07</td>
<td>0.11</td>
<td>0.16</td>
<td>0.26</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>Moped2</td>
<td>n ≠ 4 ∨ r = 5</td>
<td>0</td>
<td>1.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n ≤ 3 ∨ r ∨ n</td>
<td>0.03</td>
<td>0.11</td>
<td>0.28</td>
<td>0.55</td>
<td>0.97</td>
<td>1.5</td>
<td>2.19</td>
<td>3.07</td>
</tr>
<tr>
<td>Moped2</td>
<td>n ≤ 3 ∨ r ∨ n</td>
<td>0</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hanon(n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>r &gt; 0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Moped2</td>
<td>r &gt; 0</td>
<td>0</td>
<td>0.02</td>
<td>2.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n ≠ 3 ∨ r = 7</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>Moped2</td>
<td>n ≠ 3 ∨ r = 7</td>
<td>0</td>
<td>0.02</td>
<td>2.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n = 1 ∨ r ∨ n</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Moped2</td>
<td>n = 1 ∨ r ∨ n</td>
<td>0</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gcd(x, y)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>r &gt; 0</td>
<td>2.78</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moped2</td>
<td>r &gt; 0</td>
<td>0</td>
<td>3.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>x ≠ 3 ∨ y ≠ 2 ∨ r = 1</td>
<td>2.32</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moped2</td>
<td>x ≠ 3 ∨ y ≠ 2 ∨ r = 1</td>
<td>0</td>
<td>3.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>x%2=1 ∨ y%2=1 ∨ r%2=0</td>
<td>3.47</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moped2</td>
<td>x%2=1 ∨ y%2=1 ∨ r%2=0</td>
<td>0</td>
<td>5.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sum(n)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>r &gt; 0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.05</td>
<td>0.06</td>
<td>0.08</td>
<td>0.1</td>
</tr>
<tr>
<td>Moped2</td>
<td>r &gt; 0</td>
<td>0</td>
<td>1.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n ≠ 3 ∨ r = 6</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.05</td>
<td>0.06</td>
<td>0.08</td>
<td>0.1</td>
</tr>
<tr>
<td>Moped2</td>
<td>n ≠ 3 ∨ r = 6</td>
<td>0</td>
<td>1.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n = 1 ∨ r ∨ n</td>
<td>0.01</td>
<td>0.05</td>
<td>0.16</td>
<td>0.22</td>
<td>0.35</td>
<td>0.54</td>
<td>0.77</td>
<td>1.04</td>
</tr>
<tr>
<td>Moped2</td>
<td>n = 1 ∨ r ∨ n</td>
<td>0</td>
<td>2.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>combination(n, k)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>r &gt; 0</td>
<td>26.16</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moped2</td>
<td>r &gt; 0</td>
<td>0</td>
<td>130.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n ≠ 4 ∨ k ≠ 2 ∨ r = 6</td>
<td>27.28</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moped2</td>
<td>n ≠ 4 ∨ k ≠ 2 ∨ r = 6</td>
<td>0.01</td>
<td>131.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td>n ≠ k ∨ r = 1</td>
<td>27.75</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moped2</td>
<td>n ≠ k ∨ r = 1</td>
<td>0.01</td>
<td>132.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

until reached the maximal values of x and y. A similar phenomena can be observed in the case of combination(n, k). We believe that techniques such as widening could be useful here to speed up the convergence for these cases.

IX. CONCLUDING REMARKS

We proposed a sound and complete approach for finding proper function summary to prove a given property p based on learning. The experimental results on classical examples are encouraging. We believe that the approach can be made practical with further fine tune. As an initial attempt of applying learning for finding function summaries, our implementation is still primitive, e.g., we support only Boolean type and hence it is very tedious to encode examples. As the next step, we plan to integrate it with the front-end of established tools such as Bebop [19] and Moped [4].

One of the benefit of our approach is that it admits incremental learning. Based on a summary s that can be used to prove p, one can continue the execution of our approach to find a summary for a tighter property p ∧ p′. Therefore it allows the scenario that when combining it
with program verification use proof assistants, one may first replace all functions with the learned summaries. When the summaries are too weak to prove the final property, one can try to derive more proof obligations and continue using our approach to refine the summaries. In order to achieve better scalability, we believe that the use of abstraction is necessary. We have thought about combining our technique with predicate abstraction [24]. To be more specific, we can use predicate abstraction to obtain a Boolean program [25] that describes an over-approximation of the original program’s behaviors. However, our technique uses a simulator to answer queries. Boolean programs obtained from predicate abstraction requires Boolean variables with don’t care values. These don’t care values can induce non-determinism and hence cannot be handle by simulation. We have to modify our simulation algorithm, perhaps to use a symbolic one, in order to handle don’t care values.
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