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Abstract. We compare two learning algorithms for generating contex-
tual assumptions in automated assume-guarantee reasoning. The CODNF
algorithm implicitly represents contextual assumptions by a conjunction
of DNF formulae, while the OBDD learning algorithm uses ordered bi-
nary decision diagrams as its representation. Using these learning algo-
rithms, the performance of assume-guarantee reasoning is compared with
monolithic interpolation-based Model Checking in parametrized hard-
ware test cases.

1 Introduction

Suppose one would like to verify whether the composition of My and M satisfies
a property . Consider the following assume-guarantee reasoning rule:
M()HA ': ™ M1 j A
MOHMI ': ™

The rule states that it suffices to find a contextual assumption A such that the
composition of My and A satisfies the property, and that M; is simulated by A.
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If verifying My||A | 7 requires less resources than verifying My||M; = w, the
scalability of verification can be improved by finding such contextual assump-
tions. Indeed, complete information about M; may not be necessary for verifying
the property 7. Oftentimes, simple contextual assumptions are sufficient to es-
tablish properties of interest. Assume-guarantee reasoning offers the flexibility
to simplify the verification problem with respect to properties. It is considered
as a viable technique to alleviate the state explosion problem.

To effectively apply assume-guarantee reasoning, it is essential to construct a
contextual assumption that fulfills the premises and admits efficient verification.
By applying the L* learning algorithm for finite automata [1] and devising a me-
chanical teacher to answer queries, the learning-based technique in [11] success-
fully infers contextual assumptions without human intervention. The scalability
of automated assume-guarantee reasoning is further improved in [7]. Adopting
an implicit representation and applying instead the CDNF learning algorithm
for Boolean functions [3], the new technique is able to take advantages of the
succinct representation and infer contextual assumptions of larger sizes. Pre-
liminary experimental results show that automated assume-guarantee reasoning
through implicit reasoning can outperform the monolithic interpolation-based
Model Checking algorithm in some parametrized test cases [7].

Because of their potential applications in practice, several learning algorithms
for Boolean functions have been developed [3,12,19]. In this paper, we inves-
tigate two of these learning algorithms in the context of automated assume-
guarantee reasoning through implicit learning. We compare the performance of
the CDNF algorithm [3] and a learning algorithm for ordered binary decision dia-
grams (OBDD’s) [2, 12] in automated assume-guarantee reasoning. Both learning
algorithms use the same learning model proposed in [1]. The CDNF algorithm
is based on the monotone theory and represents an arbitrary Boolean function
as a conjunction of DNF formulae [3]. It learns any Boolean function with a
polynomial number of queries in the number of variables, and the minimal CNF
size and the minimal DNF size of the target function.

The OBDD learning algorithm, on the other hand, is based on the L* algo-
rithm [12]. For a fixed variable ordering, a valuation on n Boolean variables can
be represented by a string in {0, 1}". A set of valuations hence corresponds to a
finite language. Since any finite language is regular, the L* algorithm can infer
the minimal deterministic finite automaton recognizing the satisfying valuations
of any Boolean function. The minimal deterministic finite automaton in turn
can be transformed to an OBDD. It is shown that any OBDD is learnable with
a polynomial number of queries in the size of the target OBDD.

The two learning algorithms have very different characteristics. Subsequently,
their practical costs in the context of assume-guarantee reasoning are not at all
clear. To investigate this issue, we assess the effectiveness of both learning algo-
rithms by an extensive set of parametrized test cases. Using two different learn-
ing algorithms to infer contextual assumptions, we compare the performance of
automated assume-guarantee through implicit learning against the monolithic
interpolation-based Model Checking algorithm in [18]. Five parametrized hard-



ware test cases are taken: the MSI cache coherence protocol [4], the PCI bus
protocol [5], a simple bus control protocol [10], the Gigamax cache coherence
protocol [9], and synchronous bus arbiters [17]. Each test case has over 15 ex-
periments of different sizes. Three different algorithms are compared in each
experiment. Our extensive experiments hopefully can give insights to research
directions.

In [15], the CDNF algorithm is used to generate propositional loop invari-
ants in sequential programs. The same learning algorithm is used in [7] to infer
contextual assumptions for assume-guarantee reasoning. Applying algorithmic
learning to generate contextual assumptions was first proposed in [11]. Follow-
ing that work, many optimizations have been proposed (see, for example, [20, 6,
21,13, 8]). These optimizations explicitly generate deterministic finite automata
as contextual assumptions. In contrast, the work [7] implicitly infers nondeter-
ministic finite automata as contextual assumptions and improves the scalability.

This paper is organized as follows. After preliminaries (Section 2), the learn-
ing model and automated assume-guarantee reasoning through implicit learning
are reviewed in Section 3 and 4 respectively. They are followed by brief descrip-
tions of the learning algorithms (Section 5). Section 6 gives the experimental
results. We conclude in Section 7.

2 Preliminaries

B = {F, T} is the Boolean domain. Let x be a set of Boolean variables and |x]
the size of x. A Boolean function 6(x) over x is a function from B/*I to B. We
also define x’ to be the set of Boolean variables {2’ : z € x}.

A wvaluation v : x — B over x is a function from Boolean variables to truth
values. Let ¢(x) be a Boolean function over x and v a valuation over x. If y C x
is a set of Boolean variables, v|y is the restriction of v ony. That is, v]y: y — B
and vy (y) = v(y) for all y € y. We write ¢[v] for the result of evaluating ¢
by replacing each = € x with v(z). Moreover, let 1(x,x’) be a Boolean function
over x and x’. If v and v/ are valuations over x, we write ¢[v, '] for the result of
evaluating ¢ by replacing each z € x with v(z) and each 2’ € x’ with v/(x). For
example, assume v(z) = F and v/(z) = T. If ¢(z) = —z, ¢[v] =T and ¢[v'] = F.
If (z,2") =—-x A2, Yy, '] =T and Y[/, v] = F.

A transition system M = (x,.(x),7(x,x')) consists of its state variables
x, its initial predicate (x), and its transition relation 7(x,x’). A trace of M
a =11 ...t is a finite sequence of valuations where /% is a valuation over x,
such that «[¥°] = T and 7[v%,viT] =T for 0 < i < t. Define Trace(M) = {a :
ais a trace of M}. If a = v ... vt is a finite sequence of valuations over x
and y C x, aly=1"]y vl]y - -], is the restriction of o on y.

Let M = (x,tp(x), Tar(x,%X’)) be a transition system. A state predicate 7(x)
is a Boolean function over x. We say M satisfies m (denoted by M = ) if for any
a =% .. vt € Trace(M), we have 7[v'] =T for 0 < i < t. Given a transition
system M and a state predicate w, the invariant checking problem is to decide
whether M satisfies w. Model Checking is an automatic technique to solve the



invariant checking problem. When deciding whether M = 7, a Model Checking
algorithm returns a witness if M does not satisfy 7. A witness to M [~ 7 is a
trace vOv! - - vt of M such that m(v') =T for 0 < i < t but w(v') = F.

Let N = (x,tn(x), 7n (%,X')) be a transition system. We say M is simulated
by N or N simulates M (denoted by M < N) if Vx..p(x) = ny(x) and
Vxx'.mp(%,%x") = 7n(%x,%) hold. In words, M is simulated by N if the initial
condition of M is stronger than that of N and every transition allowed in M is
also allowed in N. Clearly, if M < N, then Trace(M) C Trace(N).

Let x; be sets of Boolean variables for ¢ = 0,1 (x;’s are not necessarily dis-
joint). Consider M; = (xy, t;(x;), (x4, %})) for i = 0,1. The composition of My
and M, is the transition system Mp|| M1 = (x0 Ux1, to(X0) A t1(X1), 7o (X0, X5) A
71(x1,%})). Note that for any finite sequence of valuations a over xo U X,
a € Trace(My||My) if and only if alx,€ Trace(My) and alx, € Trace(My).

An assume-guarantee reasoning rule is of the form % where @, . . .,
O, are its premises and A its conclusion. An assume-guarantee reasoning rule
is sound if its conclusion holds when its premises are fulfilled. A rule is invertible
if its premises can be fulfilled when its conclusion holds. We use the following
assume-guarantee reasoning rule throughout the paper:

Lemma 1. Let M; = (x4, (%), Ti(X:,X})) be transition systems for i = 0,1,
and 7 a state predicate over xg Uxy. The following rule is sound and invertible:

MO”A):W Mle
MOHMl ': ™

(1)

where A = (x1,14(x1),7a(x1,X})) is a transition system.

Let M; = (xi,t:(%:), Ti(X4, X})) be transition systems for ¢ = 0,1 and 7 a state
predicate over xoUx, a transition system A = (x1,¢4(x1), 74(x1,x})) such that
My||A & 7 and My = A is called a contextual assumption of M.

3 The Learning Model

Before reviewing the learning-based approach to inferring contextual assump-
tions, we briefly describe the learning model used in [1,3,7]. For any unknown
target Boolean function A\(x) over a fixed set of Boolean variables x, an exact
learning algorithm for Boolean functions computes a representation of A\(x) by
interacting with a teacher. The teacher knows the Boolean function A\(x) and
answers two types of queries made by the learning algorithm:

— Membership query MEM (v) for the target A\(x), where v is a valuation over
x. If A[v] =T, the teacher answers YES; and NO, otherwise.

— FEquivalence query EQ(0) for the target A(x), where 6(x) is a Boolean func-
tion over x. If the conjecture 6(x) is equivalent to the target Boolean function
A(x), the teacher answers YES. Otherwise, the teacher provides a valuation
v over x where 8[v] # Alv]. The valuation v serves as a counterezample to
the equivalence query FQ(6).



Assume A(z,y) = (z A —y) V (-z Ay) is the target Boolean function over x and
y. If the learning algorithm makes the query MEM (1) where vo(z) = vo(y) = F
(denoted by wvo(xy) = FF), the teacher answers NO for A(F,F) = F. For a
different valuation 14 (zy) = TF, the teacher answers YES. Similarly, consider the
equivalence query EQ(zVy). The teacher should provide the valuation vs(zy) =
TT as a counterexample, since TVT =T # F = A(T, T). For another equivalence
query EQ((z V —y) A (mx V y)), the teacher answers YES.

4 Learning a Contextual Assumption

In automated assume-guarantee reasoning through learning, one applies an exact
learning algorithm to infer a contextual assumption that fulfills both premises
of the assume-guarantee reasoning rule (1). In order to do so, a mechanical
teacher is designed to answer queries from the learning algorithm. Assume A =
(x1,t4(x1),7a(xX1,%})) is a contextual assumption satisfying both premises. The
teacher is required to resolve four types of queries:

— the membership query MEM (1) for the target t4(x1);
— the membership query MEM (u, p') for the target 74(x1,x});
the equivalence query FQ(¢) for the target ¢ 4(x1); and
the equivalence query EQ(7) for the target 74 (x1,x}).

If A was known, it would be straightforward to design such a mechanical teacher.
All queries can easily be resolved by evaluating or comparing the initial predicate
or the transition relation of the purported contextual assumption. However, such
a contextual assumption is yet to be inferred and current unknown to us. We
thus look for a replacement in the design of the mechanical teacher.

In [7], the mechanical teacher simply uses M; in place of the unknown con-
textual assumption. Clearly, inferring M; as the contextual assumption in the
assume-guarantee reasoning rule (1) is not beneficial: the first premise is pre-
cisely the conclusion when the contextual assumption A is M;. However, several
conjectures will be proposed while the learning algorithm is inferring M;. If one
of them satisfies both premises, it can serve as a contextual assumption and con-
clude the verification. Since contextual assumptions are not unique, one expects
that another contextual assumption will be generated before M is inferred.

We adopt the architecture of the mechanical teacher proposed in [7]. Re-
call that a contextual assumption A = (x1,t4(x1),7a(X1,X})) consists of two
Boolean formulae. We hence deploy two instances of the learning algorithm (Fig-
ure 1): one infers the initial predicate v 4(x1); the other infers the transition rela-
tion 74(x1,x}). In the figure, the instances of the learning algorithm are shown
on the sides. The instance Learner, , is intended to compute the initial predicate
t4(x1); the instance Learner., is to compute the transition relation 74 (x1,x}).
The mechanical teacher is denoted by the dashed box in the middle.

The teacher consists of three query resolution algorithms. The algorithms
IsMember, , (1) and IsMember,, (u, ;') resolve membership queries for the ini-
tial predicate and the transition relation respectively (Algorithm 1). Since the
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Fig. 1. Structure of Contextual Assumption Generator.

mechanical teacher uses M; as the target, membership queries are resolved by
evaluating the initial predicate or the transition relation of M; respectively.

Input: MEM (i) : a membership query for the target ¢ta(x1)

Output: YES or NO

/* 11(x1) is the initial predicate of M; */
if t1{p] = T then return YES else return NO;

(a) IsMember, , (1)

Input: MEM (u, ') : a membership query for the target 74 (x1,x])

Output: YES or NO

/* T1(x1,x}) is the transition relation of M */
if 71[p, '] = T then return YES else return NO;

(b) IsMembery, (i, u')

Algorithm 1: Membership Query Resolution Algorithms

The algorithm IsEquivalent(t,T) resolves both types of equivalence queries
(Algorithm 2). The equivalence query resolution algorithm waits until the equiv-
alence query EQ(t) from Learner,, and the equivalence query EQ(7) from
Learner,, are available. It then checks the premise M; =X C in the assume-
guarantee reasoning rule (1) with C' = (x3, t(x1), 7(x1,x})). If M1 A C, a coun-
terexample is returned to either Learner,, or Learner., to refine the current
conjecture. For instance, assume Vxy..1(x1) = ¢(x1) is false. There is a valuation
w such that ¢1[p] = T and ¢[u] = F. The equivalence query resolution algorithm
returns p to Learner,, as the counterexample to the equivalence query EQ(¢).
It then waits for another equivalence query EQ(.') from Learner, ,, and restarts
with the new conjectured transition system C’ = (x1,¢/(x1), 7(x1,x})).

Assume the equivalence query resolution algorithm has verified M; <X C. It
then checks if the other premise My||C' = 7 is fulfilled. If so, we have found
a contextual assumption that establishes the property. Otherwise, there is a



trace a witnessing My||C F& 7. The equivalence query resolution algorithm then
invokes IsWitness(a) to analyze the trace a.

Input: EQ(¢) : an equivalence query for the target ta(x1); EQ(7) : an
equivalence query for the target 74 (x1,x])
Output: YES, a counterexample to EQ(¢), or a counterexample to EQ(T)
let C be the transition system (x1,:(x1), 7(x1,%1));
if 11(x1) A —w(x1) is satisfied by p then
answer FQ(¢) with the counterexample p;
receive another equivalence query EQ(.');
call IsEquivalent(J,T);
if 71(x1,x1) A =7(x1,%]) is satisfied by py' then
answer EQ(7) with the counterexample uu';
receive another equivalence query EQ(7’);
call IsEquivalent (v, T');
if Mo||C |= 7 then
answer £Q(¢) with YES;
answer EQ(7) with YES;
report “Mo||M1 = n7;
else
let @ be a witness to Mo||C (= 7;
call IsWitness(c);
end

Algorithm 2: IsEquivalent(t,T)

The witness analysis algorithm IsWitness(«) checks if the restriction oy, is

also a trace of My (Algorithm 3). If so, « is in fact a witness to My||M; [ .
Otherwise, the restriction a|x, must deviate from the initial predicate or the
transition relation of Mj. The witness analysis algorithm therefore returns the
deviation as a counterexample to either EQ(:) or EQ(T). It then waits for a new
equivalence query and restarts the equivalence query resolution algorithm.

The correctness of the algorithm is established by the following properties [7].

Lemma 2 (soundness). Let M; = (x4, t;(x;), 7:(%:,X})) be transition systems
fori=0,1, and w(x) a state predicate over x = xo U X.

1.

2.

Let o(x1) and 7(x1,x}) be Boolean functions over x1 and x1UX) respectively.
If IsEquivalent (v, T) reports “Mo|| My |= m,” then My||M; | 7;

Let 1(x1) and 7(x1,%]) be Boolean functions over x; and x1UX] respectively.
If IsEquivalent (v, T) reports “Mo|| My = w is witnessed by «,” then « is a
witness to Mo|| My = 7.

Lemma 3 (completeness). Let M; = (x;,¢;(X;), 7i(Xi,X})) be transition sys-
tems for i = 0,1, and w(x) a state predicate over x = xo U Xj.

1.

If My|My | 7, then IsEquivalent(v,T) reports “My||My = w” for some
Boolean functions 1(x1) and 7(x1,%}) over x1 and x1 UX} respectively.



Input: « is a witness to My||C £ 7
Output: a counterexample to EQ(¢), or a counterexample to EQ(T)
let als, = pput - p';
if 11[p°] = F then
answer EQ(¢) with the counterexample p°;
receive another equivalence query EQ(.');
call IsEquivalent(t,7);
fori :=1to t do
if 71[u"™*, u'] = F then
answer EQ(7) with the counterexample p*~* i’
receive another equivalence query EQ(7’);
call IsEquivalent(i,7’);
end
report “Mo]||M; £ 7 is witnessed by o”;

Algorithm 3: IsWitness(a)

2. If a is a witness to My|| M [~ w, then IsEquivalent(t, ) reports “My||M; W~
m is witnessed by a” for some Boolean functions 1(x1) and (X1, X)) over x;
and x1 U X respectively.

Lemma 4 (termination). Let M; = (x;,¢;(X;), 7:(xi,X})) be transition sys-
tems fori = 0,1, and w(x) a state predicate over x = xgUx1. Suppose the learn-
ing algorithm infers an unknown target Boolean formula f with t(|f|) queries.
The mechanical teacher reports “Mo|| My |= 7”7 or “Mo|| My W~ 7 is witnessed by
a” with at most t(|e1]) + t(|71]) queries.

5 Exact Learning Algorithms for Boolean Functions

Thanks to the interface defined in the learning model, the mechanical teacher
presented in Section 4 is independent of the underlying learning algorithm. As
long as a learning algorithm uses the same learning model, it can be instantiated
as Learner,, and Learner;, to infer contextual assumptions. There are in fact
several learning algorithms for Boolean functions [3,12,19]. Here, we are most
interested in the CDNF algorithm [3] and the OBDD learning algorithm [12].

5.1 The CDNF Algorithm

The CDNF algorithm is an exact learning algorithm for Boolean functions [3]. Tt
represents any unknown target Boolean function in the conjunctive-disjunctive
normal form.” The CDNF algorithm works iteratively. In each iteration, it first
uses membership queries to construct a conjecture in CDNF. After a conjecture
is built, the CDNF algorithm poses an equivalence query to check if it has

" A Boolean formula is in the conjunctive-disjunctive normal form (CDNF) if it is a
conjunction of DNF formulae.



inferred the unknown target. If not, the current conjecture is refined by the
counterexample. Depending on whether the conjecture need be weakened or
strengthened, the learning algorithm either modifies DNF formulae of the current
conjecture, or adds a DNF formula to the conjecture respectively.

Initially, the CDNF algorithm starts with the degenerated conjecture T, and
makes the equivalence query EQ(T). If T is not the target, the CDNF algorithm
adds the first conjunct and therefore strengthens the initial conjecture. More
generally, let us say that a counterexample of an equivalence query is positive if
the target evaluates to T under the counterexample; it is negative if the target
evaluates to F. When the CDNF algorithm obtains a positive counterexample,
it weakens conjuncts of the current conjecture by adding a conjunctive clause to
DNF formulae in the conjecture. When the CDNF algorithm obtains a negative
counterexample, it strengthens the current conjecture by adding a DNF formula
to the conjecture. The first equivalence query simply initiates the iterations by
strengthening the degenerated conjunction.

Let A(x) be a Boolean function over x, |A(x)|pnr and |A(x)|cnr denote the
sizes of A\(x) in minimal disjunctive and conjunctive normal forms respectively.
Under the learning model in Section 3, the CDNF algorithm computes a rep-
resentation for any target Boolean function A\(x) with a polynomial number of
queries in [A(X)|pnr, [A(X)|conr, and [x] [3].

5.2 A Learning Algorithm for Ordered Binary Decision Diagrams

Fix a variable ordering on Boolean variables x. A valuation over x can be rep-
resented by a string in {0, 1}/, For any Boolean function \(x), its satisfying
valuations hence correspond to a finite language. Moreover, an OBDD for A(x)
can be seen as a recognizer for the finite language of satisfying valuations. Ob-
serve that the structure of the OBDD for A(x) is in fact similar to the minimal
deterministic finite automaton for the language of satisfying valuations [16]. Sub-
sequently, one may infer an unknown OBDD by the L* algorithm. This idea has
been explored in an exact learning algorithm for OBDD [12]. Under the learning
model in Section 3, the OBDD learning algorithm computes any target OBDD
d with a polynomial number of queries in the size of d. By Shannon’s expansion,
we obtain another exact learning algorithm for Boolean functions.

The OBDD learning algorithm behaves very differently from the CDNF al-
gorithm. As described above, the CDNF algorithm starts with the equivalence
query EQ(T). On the other hand, the OBDD learning algorithm almost always
starts with the equivalence query EQ(F). Starting from the empty valuation,
the L* algorithm builds its first conjecture by making membership queries on
extensions of the empty valuation. If all valuations of length less than two are
rejected, the L* algorithm will build the minimal finite automaton recognizing
the empty language as its conjecture. Recall that any satisfying valuation for
Boolean functions over n variables must have length n, and that the empty
set of satisfying valuations corresponds to the Boolean function F. The OBDD
learning algorithm subsequently always starts with the equivalence query EQ(F)
when there is more than one Boolean variable.



In our settings, starting with the equivalence query EQ(F) may impede the
performance. After Learner, , and Learner,, make their first equivalence queries
EQ(F), the equivalence query resolution algorithm has the transition system
C, = (x1,F,F). Since M; £ C,, it will ask the learning algorithm to weaken
both conjectures. In fact, the OBDD learning algorithm sometimes weakens too
conservatively and infers M; as the contextual assumption.

Input: MEM (p) : a membership query for the target A\(x)
Output: YES or NO
if teacher’s answer to MEM (u) is YES then return NO else return YES

(a) Inverted Membership Query

Input: EQ(0) : a membership query for the target A(x)
Output: YES or a counterexample to EQ(0)
return teacher’s answer to EQ(—0)

(b) Inverted Equivalence Query

Algorithm 4: Inverted Queries

One simple way to avoid this problem is to invert queries from the OBDD
learning algorithm (Algorithm 4). The main idea is to let the learning algorithm
infer the negation of the target Boolean function. When the OBDD learning
algorithm makes a membership query, we return NO if the teacher answers
YES. Otherwise, we return YES. When the OBDD learning algorithm makes
an equivalence query, we ask the teacher if the negation of the conjecture is the
target. If not, we forward teacher’s counterexample to the learning algorithm.
With this simple translation, the first equivalence query EQ(F) from the OBDD
learning algorithm is converted to the equivalence query FQ(T) as desired.

6 Experiments

We have implemented a prototype of the mechanical teacher in OCaml. Our
implementation uses the OCaml thread library. Each instance of the learning
algorithm is executed in a separate thread, and the equivalence query resolution
algorithm is executed in a third thread. MINISAT 2 (version 070721) is used to
evaluate Boolean functions in Algorithm 1, and check the simulation relation in
Algorithm 2. For monolithic Model Checking, we implement the interpolation-
based algorithm in [18]. Interpolants are computed by instrumenting MINISAT 2.
The interpolation-based Model Checking algorithm is also used in the equiva-
lence query resolution algorithm (Algorithm 2).

We report the following five test cases: the MSI cache coherence protocol [5],
the PCI bus protocol [4], a simple bus control protocol [10], the Gigamax cache
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coherence protocol [9], and synchronous bus arbiters [17] . Each test case has
experiments parametrized by the number of nodes. Let M;,..., M, be nodes
and 7 a state predicate. We verify M-~ |[M, [= 7 in an experiment with n
nodes. An experiment with n nodes is divided into different partitions in n trials.
We apply the following assume-guarantee reasoning rule in the i-th trial:

(My|| - IM; 1 | Miga|| - Mp)[AEm M; = A
(M| -+ M1 || Mg || - - - M) | M; =

In each trial, we use the CDNF algorithm and the OBDD learning algorithm
to generate a contextual assumption A to verify M || - - - || M,, = m. We choose the
best result among the n trials and compare it with monolithic Model Checking.
All experimental results are collected on a server with 8 Intel Xeon 2.0GHz
processors. Each experiment is carried out on a dedicated core with 4GB memory.

MSI Cache Coherence Protocol In the MSI cache coherence protocol, a memory
is shared among n nodes [5]. Each node has a cache. A bus connects the memory
and caches of the nodes. When a node accesses a memory cell, it reads the cell
from the bus and keeps a copy in its cache. Several copies of the same memory
cell can be kept in different nodes. The MSI protocol ensures data coherence by
keeping each cache in one of the three states: Modified, Shared, and Invalid [14].
Two properties are verified in the experiments with 4 to 20 nodes (Figure 2). The
property masteri specifies that at most one node can be the bus master. The
other property mOsiml states that if the data at a memory location is modified
by a node, it cannot be shared or modified by another node at the same time.

In both figures, we show the verification time of the monolithic interpolation-
based Model Checking (monolithic), the verification time of assume-guarantee
reasoning using the CDNF algorithm (cdnf), and those using the OBDD learning
algorithm (bdd). We also identify the best algorithm in each experiment.

For both properties, assume-guarantee reasoning outperforms monolithic Model
Checking consistently. Between the two learning algorithms used in assume-
guarantee reasoning, their performances are almost indistinguishable for the
property masterl. The OBDD learning algorithm wins the CDNF algorithm
in all experiments in the property mOsimi. In the experiment with 11 nodes, the
contextual assumption generated by the OBDD learning algorithm concludes the
verification in less a minutes. The CDNF algorithm, on the other hand, takes
more than two and a half minutes to verify the same property. It is in fact slower
than monolithic Model Checking in this experiment.

PCI This example models the PCI bus protocol with two levels of arbiters con-
trolling data transmission [4]. For 2n PCI devices, we create a first-level arbiter
and n second-level arbiters. The first-level arbiter connects all second-level ar-
biters. Each second-level arbiter connects two devices. When a device wants to
start a transaction, it first requests the permission from its second-level arbiter.
The second-level arbiter then selects a request between its devices. The first-
level arbiter in turn grants the permission to the selected request from one of
the second-level arbiters. We check that the first two nodes do not consider the
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nodes 4 5 6 7 8 9 10 11 12

monolithic| 3s | 5s 9s |13s| 1bs 33s 44s | 1m41s [1m48s
cdnf Os | Os 2s |1s| 3s 6s 4s 7s Ts
bdd Os | Os 2s | 2s| 3s 6s 5s 7s 8s
nodes 13| 14 15 |16 | 17 18 19 20 avg

monolithic|54s |1m30s|1m51s| 50s [3m54s|5m38s|5m32s| 5m16s |1m49s
cdnf 11s| 18s 7s |16s| 48s | 28s | 12s |1ml2s| 14s
bdd 11s| 18s 8s |[16s| 56s | 28s | 14s |1m10s| 15s

(a) Results for the Property master1

nodes 4 5 6 7 8 9 10 11 12

monolithic| 55s |5mb4s| 46s |4m21s|22m19s| 2m7s | 2m37s | 2m29s | 9m49s
cdnf 2ml4s | 48s 54s | 1m38s | 1m18s | Im17s | 2m43s | 2m35s | 2m43s
bdd 2m10s | 22s 44s |[1m35s/1m14s|1m14s{2m4dls| 46s |2m38s
nodes 13 14 15 16 17 18 19 20 avg

monolithic| 6m15s |2m44s|11m35s| 4m7s [18m55s| 9Im33s [10m12s| 9m31s | Tm18s
cdnf 2m17s | 2m9s | 3mds | 2m4dds | 2m51ls | 2m35s | 3m45s | 4m36s | 2m22s
bdd 2m14s|2m8s| 3m2s [2m29s|2m50s|2m32s|3m26s|4m13s| 2m8s

(b) Results for the Property mOsim1

Fig. 2. Experimental Results for the MSI Protocol

bus to be idle at the same time. Figure 3 gives the experimental results. Assume-
guarantee reasoning significantly outperforms monolithic Model Checking in this
case. The difference between both learning algorithms is however negligible ex-
cept for the experiment with 17 nodes. The CDNF algorithm proves the property
in 37 seconds and wins the OBDD learning algorithm by 8 seconds. Monolithic
Model Checking is unable to conclude the verification in two and a half minutes.

nodes 4 5 6 7 8 9 10 11 12
monolithic| 15s 15s 25s 34s 46s 49s | 1m2s |1m20s|1m17s

cdnf 6s 10s | 11s | 14s | 16s | 17s | 22s | 24s | 28s

bdd 6s 10s | 11s | 14s | 16s | 17s | 22s 27s | 24s

nodes 13 14 15 16 17 18 19 20 avg
monolithic|1m25s|1m40s|1m48s|{1m54s|{2m45s|2m24s|2m34s|3m17s|1m26s

cdnf 30s | 33s | 27s | 30s | 37s | 40s | 54s | 50s | 26s

bdd 31s 34s 28s | 29s | 45s | 4l1s 55s | 50s | 27s

Fig. 3. Experimental Results for PCI

Bus Control Protocol In this bus control protocol, several nodes are attached to
the bus [10]. Each node is assigned to a unique priority. A counter is used to
decide the ownership of the bus. The node with priority p can send data when
the counter has value p. If a node sends data, the counter is reset. Otherwise,
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nodes 34135| 36 |37]38| 39 |40 41 42
monolithic|32s|33s| 32s |33s|49s|2m25s|41s| 40s [1m28s
cdnf 21s(18s| 21s |22s|21s| 25s |34s| 28s 32s
bdd 21s|22s| 25s [24s|25s| 26s [28s| 31s 25s

nodes 43 144 | 45 |46 | 47| 48 |49 50 avg
monolithic|52s|52s |[1mO0s| 54s | 54s|1m12s|47s|15m42s(2m33s

cdnf 34s|31s| 33s |38s|38s| 39s |50s| 28s 43s

bdd 31s|36s| 33s |43s|26s| 40s |42s| 42s 44s

Fig. 4. Experimental Results for the Bus Control Protocol

the counter is incremented by one. We check that the first node cannot send
data on the bus together with any other node at the same time. Figure 4 gives
the results for the experiments with 34 to 50 nodes. Assume-guarantee reasoning
clearly outperforms monolithic Model Checking. The CDNF algorithm and the
OBDD learning algorithm win 10 and 5 of the experiments respectively. They
are tied at the first place for the remaining 2 experiments.

Gigamaz In the Gigamax cache coherence protocol, several processors and a
memory is attached to a bus [9]. Each processor has a local cache. A local cache
can be in the Invalid, Shared, or the Owned state. Among the memory and
processors, at most one can be the bus master and issues commands on the
bus. When a processor is the bus master and issues a ReadOwned command, its
local cache state becomes Owned. A processor can write to the bus if its local
cache state is Owned. For this test case, we consider the experiments with 21 to
37 nodes and verify that the memory is written by at most one processor. The
results are shown in Figure 5. The CDNF algorithm outperforms the other two
in 14 experiments whereas the OBDD learning algorithm wins the remaining 3
experiments with a small margin. The OBDD learning algorithm performs just
slightly better than monolithic Model Checking on average.

nodes 21 22 23 24 25 26 27 28 29

monolithic (sec)| 4.827| 5.471| 5.885| 6.236 | 7.030| 8.020 | 8.380| 9.562 |10.329

cdnf (sec) 4.656| 5.150| 5.517| 6.099| 6.789 | 7.064| 8.213| 8.958 | 9.838

bdd (sec) 4.857| 5.328| 5.741| 6.339| 6.696| 7.693 | 8.085| 8.814|10.086

nodes 30 31 32 33 34 35 36 37 avg

monolithic (sec)|11.503 [12.107 | 13.175 | 14.145 | 14.890 | 15.791 | 17.009 | 18.518 | 14.524

cdnf (sec) 10.803(11.579(12.904(|13.977|14.689|15.658|16.962|17.966|14.065

bdd (sec) 11.399 | 11.946 | 13.010 | 14.003 | 15.267 | 16.091 | 17.256 | 18.284 | 14.324

Fig. 5. Experimental Results for the Gigamax Cache Coherence Protocol

Synchronous Bus Arbiters The synchronous bus arbiter is a bus arbitration pro-
tocol for synchronous circuits [17]. In this protocol, n nodes are connected in a

13



ring. A token is passed around the nodes. A node can request and acknowledge
the token from the node next to it. The node having the token has the exclu-
sive right to access the bus. For this test case, we check that there is at most
one node can access to the bus. Figure 6 shows the results. Assume-guarantee
reasoning and monolithic Model Checking perform almost identically on smaller
experiments. For experiments with more than 12 nodes, assume-guarantee rea-
soning is slightly better. Monolithic Model Checking however is able to finish
the experiment with 20 nodes by 40 seconds. Subsequently, monolithic Model
Checking is comparable to assume-guarantee reasoning on average.

nodes 4 5 6 7 8 9 10 11 12
monolithic| Os 1s 3s 5s 10s 18s 33s 54s 1m38s
cdnf Os 1s 3s 5s 10s 18s 32s 54s |1m24s
bdd Os 1s 3s 5s 10s 18s 33s 55s 1m30s

nodes 13 14 15 16 17 18 19 20 avg

monolithic|2m11s|3m33s | 5m9s |7m18s| 10mlls| 14m0s [19m13s|25m17s| 5m20s
cdnf 2m13s [3m20s|4m54s|7m8s |[10m10s| 13m52s |19mb5s| 25m57s |5m18s
bdd 2m16s | 3m27s | 5m3s |7m21s{10m10s{13m50s(19mlls| 26m4ds | 5m21s

Fig. 6. Experimental Results for Synchronous Bus Arbiters

7 Conclusion

Using two exact learning algorithms for Boolean functions, the performance of
assume-guarantee reasoning is compared against the monolithic interpolation-
based Model Checking algorithm in this paper. Our experiments show that au-
tomated assume-guarantee reasoning through implicit learning can outperform
monolithic Model Checking in some parametrized hardware test cases. For the
OBDD learning algorithm, we demonstrate a simple technique to invert queries
from the learning algorithms. The technique improves the performance of the
OBDD learning algorithm in assume-guarantee reasoning.

In three of the five test cases, assume-guarantee reasoning significantly im-
proves the average verification time. The compositional technique slightly out-
performs monolithic Model Checking in the remaining two test cases. Between
the two learning algorithms, the difference however is marginal except the prop-
erty mOsimi1 in the MSI protocol. The OBDD learning algorithm clearly domi-
nates the CDNF algorithm in this case. On the other hand, the CDNF algorithm
performs slightly better than the OBDD learning algorithm in all other cases.

The simple modification of the OBDD learning algorithm shows that learn-
ing algorithms may not be trivially applied in the learning-based approach to
assume-guarantee reasoning. Further optimizations are needed in this applica-
tion domain. Particularly, the performances of the CDNF algorithm and the
OBDD learning algorithm are sensitive to variable orderings. More research on
this regard may further improve the scalability of assume-guarantee reasoning.
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