A New Classification Approach using Discriminant Functions
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In this study, an approach involving new types of cost functions is given for the construction of discriminant functions. Centers of mass, not specified a priori, around feature vectors are clustered using cost function. Thus, the algorithms yield both the centers of mass and the distinct classes.
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1. INTRODUCTION

There are many algorithms for, and many applications of classification and discrimination (grouping of a set of objects into subsets of similar objects where the objects in different subsets are different) in several diverse fields [2-15, 23, 24], ranging from engineering to medicine, to econometrics, etc. Some examples are automatic target recognition (ATR), fault and maintenance-time recognition, optical character recognition (OCR), speech and speaker recognition, etc.

In this study, a new approach and algorithm to the classification problem are described with the goal of finding a single (possibly vector-valued) linear discriminant function. This approach is in terms of some optimal centers of mass for the transformed feature vectors of each class, the transforms being performed via the discriminant functions. As such, it follows the same philosophy which is behind the approaches such as principal component analysis (PCA), Fisher’s linear discriminant functions (LDF), and minimum total covariance (MTC) [1-16, 22, 25-28], providing alternatives which extend this work.

Linear discriminant functions (LDF) are often used in pattern recognition to classify a given object or pattern, based on its features, into one of several given classes. For simplicity, consider the discrimination problem for two classes. Let $x = [x_1, x_2, \ldots, x_m]$ be the
vector representing an object in terms of its $m$ features. The choice of a small set of features to represent objects is an interesting problem in itself and is not addressed by the theory of linear discriminant functions. The classification task is solved by defining a linear discriminant functions $g(x)$ defined on the feature vector $x$

$$g(x) = w^T x + \omega_0,$$  

(1)

where $w = [\omega_1, \omega_2, \ldots, \omega_m]^T$ is called the weight vector and $\omega_0$ is called the threshold weight. The object represented by $x$ is assigned to the class labeled 1 if $g(x) > 0$; otherwise, it is assigned to the class labeled 2. More generally, the discriminant function $g$ can be written as:

$$g(y) = ay,$$  

(2)

where $y = [1, x]^T$ and $a = [\omega_0, w]$. If the number of classes is two or more, say $n$, then discriminant functions can be defined to distinguish among classes. This approach requires $n(n - 1)/2$ discriminant functions to be defined. The set of classes is denoted by $\Omega$, where $\Omega = \{c_i | i = 1, \ldots, n\}$ and $c_i$ refers to the $i$-th class [17].

In linear Fisher discriminant analysis, given a set of $n d$-dimensional samples $\{x_1, x_2, \ldots, x_n, x_i \in \mathbb{R}^d\}$ with $n_1$ samples in class $C_1$ and $n_2$ samples in class $C_2$. Then the Fisher linear discriminant is given by $w, (w \in \mathbb{R}^d)$ which maximizes

$$J(w) = \frac{w^T S_B w}{w^T S_w w},$$  

(3)

where

$$S_B = (m_1 - m_2)(m_1 - m_2)^T,$$  

(4)

and

$$S_w = \sum_{i=1,2} \sum_{x \in C_i} (x - m_i)(x - m_i)^T.$$  

(5)

$S_B$ is known as the between-class scatter matrix, $S_w$ is called the within-class scatter matrix and $m_i$ is sample mean of the respective classes defined as

$$m_i = \frac{1}{n_i} \sum_{x \in C_i} x.$$  

(6)

The reasoning behind maximizing $J(w)$ is to look for a direction $w$ which maximizes the difference between the two projected means in $S_B$ while minimizing the variance of the individual classes $S_w$. Hence samples belonging to two different classes are well separated by projection onto this optimal direction. Furthermore, if the distributions are normal and have equal covariance for the two different classes, then the resulting
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A linear discriminant function is in the same direction as the Bayes optimal classifier.

In this respect, the problem of constructing classifiers for a small number of samples has been given a solution in [18].

In general, the technique in the study involves two successive optimization stages. The first stage is in terms of either deterministic least squares, or Gauss-Markov (linear unbiased minimum variance) estimation. The second stage is an optimization problem in terms of ratios of two (possibly, matrix-valued) quadratic forms. The solutions of the optimization problems at the second stage are equivalent to obtaining the generalized eigenvalues and eigenvectors of a pair of symmetric positive semidefinite (psd) matrices. In the case of Gauss-Markov estimation, the second stage also involves an additional problem of extremizing the eigenvalues as a function of certain additional parameters, with the prospect of obtaining a better discriminant function as a result.

There are many algorithms to solve the first stage. The first stage defines the structure of the linear discriminant function with some free parameters which, in turn, are determined at the second stage via optimizing a cost function of the type mentioned above. Throughout, linear functions will be considered for use as discriminant functions for classification. However, this is really not a substantial loss of generality, because, as shown next, a large class of nonlinear functions for classification can be obtained directly using the techniques established for linear classifiers. Such functions increase the dimension of the feature vectors in a straightforward way.

A typical paradigm for the type of classification problems addressed here consists of three main stages.

(i) **Representation**: At this stage, physical objects are represented quantitatively (i.e., as numbers), such as pixel values of images, or amplitude measurements for signals, etc. [1-14].

(ii) **Feature Selection**: As the number of values in the quantitative representation can be very large, and not all the details present in the representation may be necessary for the purpose of classification, typically, a certain set (much smaller in number than the representation) of functions on the representative values are evaluated, associating with each object a vector of numbers, called the feature vector. These functions are chosen to represent the most relevant properties of the objects with regard to the particular classification (e.g., mean, variance, skewness, kurtosis, spectral quantities). There is no application independent and universally accepted set of functions to be used for selecting the feature vector. The features chosen usually depend very much on the particular set of objects, and the purpose of classification. [1-14, 18, 19].

(iii) **Classification and Discrimination**: Using some algorithm (such as the ones developed here), construction of a discriminant function will separate feature vectors (hence, the objects) into possible distinct classes.

The classification and discrimination stage can be in two different forms [1-14, 20]:

The first form is supervised learning where the classes have been specified already, and a subset of the feature vectors, called a training set, is given for use in constructing a
mathematical rule which can determine the class of any given feature vector (referred to
an abstraction, generalization, or induction). Such a rule involves a function called a dis-
criminant function. This paper primarily considers the first case.

The second form is unsupervised learning, where there is no a priori information
about any type of predetermined classes. The problem is to detect structures, commonal-
ity and differences among the given feature vectors, and then separate them accordingly
into different subsets (the classes).

The goal of this work is examined in detail in sections 2 and 3.

2. A NEW TECHNIQUE TO OBTAIN A LINEAR DISCRIMINANT
FUNCTION AND REDUCTION OF THE DIMENSION OF THE
FEATURE SPACE

Deterministic least squares will be used as the first optimization stage. As it will be
clear later in this section, with the approach described here, the two dimension reduction
techniques that are derived here both yield a possibly vector-valued linear discriminant
function. However, for ease of exposition, first the techniques will be explained in terms
of obtaining a scalar-valued linear discriminant function. Then the extensions to dimen-
sion reduction and vector-valued discriminants will be easy to describe.

Suppose that there are \( c \) classes \( C_1, \ldots, C_c \). Let \( N_i \), \( 1 \leq i \leq c \) be the number of given
feature vectors of class \( C_i \). Let \( h \) be a \( p \)-dimensional row vector denoting a feature vector.

Define \( p \) and \( m \). We wish to find a \( p \times m \) matrix \( \hat{X} \) (the discriminant), and \( m \)-di-
mensional row vectors \( y_0, y_1, \ldots, y_c \) (the centers of masses) such that (using the Euclidean
distances as the measure of distances),

(a) \( h^T \hat{X} - y_i \) is small, and
(b) \( h^T \hat{X} - y_j \) is large,

for all \( h \) in \( C_i, j \neq i \) and \( 1 \leq i, j \leq c \).

Define

\[
Y = \begin{pmatrix}
y_0 \\
y_1 \\
\vdots \\
y_c
\end{pmatrix} = (Y_1, \ Y_2, \ldots, Y_m) = (e_{ij}),
\]

where \( Y_k, 1 \leq k \leq m \), is the \( k \)-th column of \( Y \), and \( e_{ij} \) is the \( ij \)-th entry. Let \( \hat{X}_k \) be the \( k \)-th
column of \( \hat{X} \).

Let \( h_1, h_2, \ldots, h_{N_1} \) be the given feature vectors in \( C_1 \), and let \( h_{N_1+1}, \ldots, h_{N_1+N_2} \) be the
given feature vectors in \( C_2 \), i.e., \( h_i \)'s form the training set. Define the matrices \( H_1, H_2, \ldots, \)
as follows. $H_1$ is the matrix whose rows are $h_1, \ldots, h_{N_1}$. $H_2$ is the matrix whose rows are $h_{N_1+1}, \ldots, h_{N_1+N_2}$, \ldots. $H$ is obtained by stacking $H_1, H_2$, \ldots from the top to the bottom. Let $N = \sum_{i=1}^{c} N_i$.

First the least squares technique is applied to force $h_i \hat{X}$ closer to its center of mass, $y_i$, $1 \leq i \leq N$, i.e., to enforce the requirement (a) above.

Thus, the first step is to find a matrix $\hat{X}$ such that

$$E = \sum_{i=1}^{N} \| h_i \hat{X} - \tilde{y}_i \|^2 = \sum_{i=1}^{N} \sum_{j=1}^{m} (h_i \hat{X}_j - \tilde{e}_{ij})^2,$$

is minimum, where $1 \leq i \leq c$ and $i = l$ iff $h_i \in C_l$, i.e.,

$$\tilde{y}_i = y_i, \quad \text{and} \quad \tilde{e}_{ij} = e_{ij} \quad \text{iff},$$

$$h_i \in C_i,$$

\(\|\|\) denotes the Euclidean norm for vectors. Exchanging the order of summation above, we can write

$$E = \sum_{j=1}^{m} \| H(\hat{X})_j - MY_j \|^2,$$

where

$$M = \text{blockdiag} \{ \tilde{1}_i \}_{i=1}^{c},$$

and $\tilde{1}_i$ is the column vector of size $N_i$ all of whose entries are $l$'s. Clearly, minimization of each term separately, is equivalent to the minimization of $E$. This requires that

$$\hat{X}_j = H^+ MY_j, \quad 1 \leq j \leq m,$$

where $R^+$ denotes the unique (Moore-Penrose) **Pseudoinverse** [1-14] of any matrix $R$. We should note that any generalized inverse would work instead of Moore-Penrose inverse, but there are better techniques to obtain this inverse. In particular if $H$ has linearly independent columns, as it will in many applications, then

$$H^+ = (H^TH)^{-1} H^T.$$

Hence

$$\hat{X} = H^+ MY,$$

and
\[ E = \left\| H\hat{X} - MY \right\|^2, \]  

(14)

where, now the norm above is the Euclidean norm of the matrix

\[ HH^+MY - MY = (HH^+ - I)MY = P_0MY. \]  

(15)

Note that \( P_0 \) above is the orthogonal projection on \( R(H)^\perp \) (the orthogonal complement of the range space of \( H \)). \( E \) in Eq. (14) can be written as

\[ E = tr(Y^TM_0MY) = tr(Y^TBY). \]  

(16)

Thus, Eq. (16) represents the criterion for the transformed (via \( \hat{X} \)) class members to be close to their centers of masses. While this is a very desirable property, it is not necessarily sufficient by itself. It is essential that the rows of \( Y \) be distinct, and the transformed feature vectors be sufficiently far from the centers of masses of other classes. No \( Y \) which satisfies only one of these two properties at the expense of the other is an acceptable solution.

Before considering the criterion for the choice of \( Y \), the expression for the latter (distance to other centers of masses) will now be given.

Total distance from the members of class \( i \) to the other centers of masses can be derived (similar to the above derivation) to be

\[ D_i^2 = tr(Y^TM_i^T P_iM_i Y) = tr(Y^T A_i Y), \]  

(17)

where \( M_i \) is the matrix with \( c - 1 \) row blocks of size \( N_i \times c \) obtained from the matrix \( blockdiag(\tilde{1}_i)_{i=1}^c \) (where \( \tilde{1}_i \) is a column vector of size \( N_i \) all of whose entries are \( i \)'s), by deleting its \( i \)-th row block.

\[ P_i = D_i^T D_i, \]  

(18)

\[ D_i = (\tilde{H}_i H_i^+ - I), \]  

(19)

where \( \tilde{H}_i \) is the matrix obtained by stacking \( c - 1 \) copies of \( H_i \) on top of each other. Thus, the total distance squared is

\[ D^2 = \sum_{i=1}^c tr(Y^T A_i Y) \]  

(20)

\[ = tr(Y^T AY). \]  

(21)

It is seen that the matrix \( Y \) is so far unspecified. The above expressions are true for any choice of \( Y \). Next, we will exploit this freedom to further enforce requirement (a), while also enforcing requirement (b) above.

This can be approached by maximizing (with respect to \( Y \)) a certain cost function \( f(x, y) \) where one can substitute
\[ x = m(Y^TAY), \]  
\[ y = m(Y^TBY), \]

which is strictly increasing in the first argument, and strictly decreasing in the second argument (for each fixed value of the other argument for which \( f \) is defined), and where \( m \) is some measure of magnitude of the matrix which is its argument.

Clearly, one can conceive of many such functions \( f \). Of course, a major consideration in this choice is the numerical solvability of the resulting optimization problem. A simple candidate function \( f \) is the ratio of the two arguments, \( f = x/y \) with \( m \) chosen as the determinant. This is used in Fisher’s LDF. However, if there exists a matrix \( Y \) which makes the denominator zero (as is the case when \( H \) has rank less than or equal to its number of columns), then even though there may be more than one such matrix \( Y \), the cost function does not take into consideration the maximization of the numerator at all.

The function that we utilize is a slight modification of the above function, namely,

\[ f = \frac{x}{\bar{y}}, \]  
where

\[ \bar{y} = m(Y^T Y + Y^T BY). \]

We choose \( m \) to be the determinant (\( m = \text{det} \)).

Clearly, now even if \( Y \) is such that \( y = \text{det}(Y^T BY) \) is zero, \( I + B \) being positive definite, still the term

\[ x/\text{det}(Y^T BY + Y^T Y), \]

will be maximized among such \( Y \)'s.

When \( Y \) is a column vector and all quantities above are scalar (note that for a scalar, its trace and determinant are equal to itself), a scalar-valued linear discriminant function is being sought, and also using Eqs. (16) and (17), \( f \) becomes

\[ f = \frac{D^2}{(Y^T Y + E^2)}. \]

Then an optimal solution is given by a generalized eigenvector of the pair of matrices \((I + B, A)\) (where \( I \) is the identity matrix), corresponding to the largest generalized eigenvalue. In this case, the choice of \( m \) either as determinant or trace leads to the same result. Finding a scalar-valued linear discriminant function is equivalent to projecting the feature vectors into a line, a one dimensional subspace of the feature space. However, in some cases, especially when there are more than two classes, it may be too much to ask for a single linear discriminant function to perform satisfactorily. Then, a more promising approach is to project the feature vectors to a lower dimensional subspace, but greater than one, while also finding a vector center of mass for the transforms of the feature vectors in each class to cluster around. Then, clearly this corresponds to the case of \( m \geq 2 \).

It is also important to note that for \( m \geq 2 \), the columns of \( Y \) must be linearly independent. Otherwise, introduction of a new column in \( Y \) does not lead to different rows.
from the possibly identical rows of \( Y \) (centers of masses). This is clearly unacceptable as a solution.

In this case, \( m = \text{determinant} \) as in Fisher’s LDF again leads to the solution \( Y \) whose \( m \) generalized eigenvectors correspond to the \( m \) largest generalized eigenvalues. This also provides the solution with \( m = \text{trace} \) provided that \( Y \) is constrained so that the denominator is the identity matrix. If no condition is imposed on \( Y \), the optimal solution is a matrix with all columns being zero except for one which is a generalized eigenvector corresponding to the largest generalized eigenvalue, which is clearly unacceptable.

3. CONCLUSIONS

In this study, a new approach is given for construction of more effective discriminant functions. This approach extends primarily the work of Fisher [1, 18, 21]. The discriminant functions can be obtained via solving a classical generalized eigenvalue – eigenvector problem (whose solution is well-known). The obtained discriminant functions map members of each class closer together. Simultaneously, they map members of different classes further from each other. It is expected that these discriminant functions will serve better to separate distinct classes while clustering members of the same class closer to each other. Therefore the discriminant functions appear more reasonable for automatic target recognition, optical character recognition, face recognition, speech and speaker recognition.
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