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As software cost drivers are fuzzy and uncertain, software cost estimates are prone to a certain degree of estimation errors especially in their early stages of software development life cycle. However, most of the existing software cost estimation models in present literature only generate a single point estimate and do not explicitly reveal the degree of risks caused by their inaccuracies. This paper proposes a fuzzy decision tree approach for embedding risk assessment information into a software cost estimation model. Using this model, one may be able to determine the software cost estimate as well as the estimation error in the form of a fuzzy set. In verifying the merits of this model, we have used the 63 historical project data in the COCOMO model. The validation result shows that our proposed model reveals the risk assessment of the generated software cost estimate, and at the same time yields an even more accurate result as compared to the original COCOMO model.
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1. INTRODUCTION

Accuracy and consistency in estimating software development effort or cost are very important for project managers in planning and conducting software development activities well, especially in the early stages of the software development life cycle. The importance of accuracy and consistency is reflected by the proliferation of software cost estimation models (refer to Section 2 of this paper) in the last three decades. These models aimed for precision of their generated software cost estimates which greatly influence the software price determination, resource allocation, schedule arrangement, and progress monitoring. Furthermore, to meet the demand for accuracy in software cost estimation, many techniques have been proposed including statistic regression and variations [6], analogy and case-based reasoning [24], fuzzy logic [10] and neural network [29].

However, as varied as they may seem, most model-building techniques employed in software cost estimation models involve analytical equations. These analytical equations relate the software project cost to a number of input parameters using historical data on the past software projects. These input parameters are known as cost drivers, because they influence the required cost of software projects. Some examples of cost drivers in-
include software size and complexity, team capability and experience, platform constraints, use of modern programming, and volatility of requirements [4, 17].

In constructing a software cost estimation model, the software cost drivers need to be measured first. Unfortunately, these drivers are vague, thus causing software development cost estimates to be often associated with uncertainty and inaccuracy [23]. For example, “software complexity” has a wide range of definitions and, as such, one may find several different quantitative software metrics existing in recent literature. Furthermore, mistakes in human judgment frequently happen especially when converting the measures of software cost drivers into the ordinal scale type during the construction of models. This is because qualitative and quantitative measures used for software cost drivers do not have standardized definitions.

Aside from the uncertainty that comes with software cost drivers, the predictive accuracy may also be significantly affected by the data used to build models [18, 28]. It is important to note that software project data has characteristics that make estimation difficult, such as missing data, heteroscedasticity, and outliers [9]. Such a difficulty may also be reflected by the fact that, despite extensive research on the comparative evaluations of the predictive accuracy of different techniques, only few tangible conclusions may be drawn based on existing results [7, 8]. Furthermore, the accuracy of cost estimates varies in different software development stages. Interested readers can refer to Boehm's work for the effect of project uncertainties on the accuracy of software size and cost estimates [4].

To address the inevitability of software cost estimation errors, existing models have been produced, providing a single point estimate for the required software cost. However, the single point estimate does not explicitly reveal the degree of risks caused by inaccuracies. It is important to note that the risk assessment information reveals the level of uncertainty in the software development project and is therefore very important for project managers in allocating and distributing resources appropriately in the early software development life cycle. As such, this study is motivated by the necessity of explicitly embedding the risk assessment information into a software cost estimation model.

This paper proposes a new method for building a software cost estimation model that does not only generate a point estimate of the required software development cost, but also reveals the estimation error in the form of a fuzzy set. The adopted model-building technique is the fuzzy decision tree approach, which combines the comprehensibility of rules generated based on the ID3 decision tree and the expressive power of fuzzy sets. We illustrate our approach by using the 63 historical project data in the well-known COCOMO model. The comparisons of the estimation results in our proposed model and the original COCOMO model are also provided in this paper.

2. SOFTWARE COST ESTIMATION MODELS

Software cost drivers greatly affect software development effort and cost in the software development life cycle. Among the software cost drivers, the most important one is software size. The primary software size metrics in existing software cost estimation models are lines of code (LOC) and function point (FP). As shown in Table 1, these
Table 1. Software cost estimation models based on LOC and function point.

<table>
<thead>
<tr>
<th>Software Size Metrics</th>
<th>Estimation Models</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td>Walston-Felix [30]</td>
<td>$E = 5.2 \times (KLOC)^{0.91}$</td>
</tr>
<tr>
<td></td>
<td>Bailey-Basili [2]</td>
<td>$E = 5.5 + 0.73 \times (KLOC)^{1.16}$</td>
</tr>
<tr>
<td></td>
<td>Boehm Simple [4]</td>
<td>$E = 3.2 \times (KLOC)^{1.05}$</td>
</tr>
<tr>
<td></td>
<td>Boehm Average [4]</td>
<td>$E = 3.0 \times (KLOC)^{1.12}$</td>
</tr>
<tr>
<td></td>
<td>Boehm Complex [4]</td>
<td>$E = 2.8 \times (KLOC)^{1.20}$</td>
</tr>
<tr>
<td></td>
<td>Doty [12]</td>
<td>$E = 5.288 \times (KLOC)^{1.047}$ for $KLOC &gt; 9$</td>
</tr>
<tr>
<td>FP</td>
<td>Albrecht and Gaffney [1]</td>
<td>$E = -13.39 + 0.0545 \times FP$</td>
</tr>
<tr>
<td></td>
<td>Kemerer [14]</td>
<td>$E = 60.62 \times 7.728 \times 10^{-8} \times FP^3$</td>
</tr>
<tr>
<td></td>
<td>Matson et al. [19]</td>
<td>$E = 585.7 + 15.12 \times FP$</td>
</tr>
</tbody>
</table>

Table 2. Software cost estimation models based on model-construction techniques.

<table>
<thead>
<tr>
<th>Construction Techniques</th>
<th>Estimation Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Model</td>
<td>Albrecht and Gaffney [1]</td>
</tr>
<tr>
<td></td>
<td>Matson, Barnett and Mellichamp [19]</td>
</tr>
<tr>
<td>Non-linear Model</td>
<td>COCOMO I [4], COCOMO II [5]</td>
</tr>
<tr>
<td></td>
<td>Bailey-Basili [2], Doty [12], Kemerer [14], Walston-Felix [30]</td>
</tr>
<tr>
<td></td>
<td>Boehm Simple [4], Boehm Average [4], Boehm Complex [4]</td>
</tr>
<tr>
<td>Artificial Intelligence Model</td>
<td>Neural Network [3], Case-Based Reasoning [20]</td>
</tr>
</tbody>
</table>

diverse cost estimation models are classified into two groups, according to the two software size metrics – LOC and FP. Conte et al. [9] and Matson et al. [19] have presented an overview of each of these software cost estimation models.

Furthermore, the existing software cost estimation models can also be clustered into several groups according to their model-construction techniques, as shown in Table 2. Although the constructional techniques of these models are different, these models need to first measure all software cost drivers and their generated estimation results are all a single point estimate for the required software development cost.

The study of fuzzy logic started in 1965 by Zadeh, who published the paper “Fuzzy Sets” [32]. Klir also provided a comprehensive overview of fuzzy sets, fuzzy logic, and fuzzy systems in 1995 [16]. Fuzzy logic has been often used as an approximate reasoning technique. Several researchers have also reported progress towards the successful application of using the fuzzy logic technique in assessing software cost to solve the inaccuracies in software cost attributes: Pedrycz et al. [22] introduced a fuzzy set approach to cost estimation of software projects while Ryder [25] presented an application of fuzzy modeling techniques to COCOMO and FP models.

Cognitive uncertainties, such as vagueness and ambiguity, have also been incorporated into the induction process by using fuzzy decision trees [31]. The fuzzy decision tree is one of the popular inductive learning methods that include two techniques – fuzzy logic and decision tree. In a fuzzy decision tree, each path from the root node to a termi-
nal node corresponds to a fuzzy rule and a partitioned fuzzy subspace in the whole pattern space.

The introduction of the decision tree is an efficient way of learning from examples. ID3 [26] and C4.5 [27] are the most widely used methods for constructing a decision tree. In 2003, Olaru and Wehenkel [21] introduced a complete fuzzy decision tree technique. The fuzzy decision tree method has been demonstrating its superiority over the popular ID3 in terms of predictive accuracy [13]. It has also been applied to software quality assessment model [23].

However, most of the existing decision tree methods in present literature are based on exact concepts that are weak in handling uncertainty and fuzziness values [26, 27]. Moreover, the hurdle values for attribute segmentation are certain, which is inconsistent with the properties of uncertainty and fuzziness of software cost drivers. Hence, the fuzzy decision tree approach is very suitable in overcoming this shortcoming in software cost estimation domains. In this paper, we adopt the fuzzy decision tree approach to reveal the degree of estimation errors in the form of a fuzzy set in the proposed software cost estimation model.

3. MODEL CONSTRUCTION METHODS AND PROCEDURES

The procedures for constructing software cost estimation models integrating risk assessment information by using the fuzzy decision tree approach are shown in Fig. 1. The software project database provides the cost drivers of historical software projects with an estimation model, i.e. COCOMO. The output of software cost estimation model includes a point estimate and a relative error (RE) in order to present the degree of estimation risk. RE is calculated as shown in Eq. (1), where estimated is the output of the estimation model for each observation, and actual is the actual development cost value.

The overall model construction procedures include three major steps: fuzzification, fuzzy decision tree, and reasoning mechanism.

\[
RE = \left( \frac{\text{actual} - \text{estimated}}{\text{actual}} \right) \times 100 \%. 
\]  

Fig. 1. Model construction procedures.
Step 1: Fuzzy the software cost drivers.

As software cost drivers are fuzzy and uncertain, they are first transferred from original assessments to the form of a fuzzy set. All cost drivers of historical software projects may be one of the three scales: nominal, ordinal, and ratio. The fuzzy equations for each of the three scales are respectively shown below.

(1) Nominal Scale
The fuzzy equation of software cost drivers with a nominal scale is shown in Eq. (2), where $x$ is the original assessment class of cost driver $n$; $i$ is the class of cost driver $n$. If an original assessment class $x$ is equal to class $i$, the membership function of $\mu_{ni}(x)$ is one and the others are zero.

$$\mu_{ni}(x) = \begin{cases} 1, & x = i \\ 0, & \text{otherwise} \end{cases} .$$

(2) Ordinal Scale
The fuzzy equation of software cost drivers with an ordinal scale is shown in Eq. (3), where $x$ is the original assessment class of cost driver $n$; $i$ is the class of cost driver $n$. If an original assessment class $x$ is equal to class $i$, the membership function of $\mu_{ni}(x)$ is one. For the assessment class $x$ is $i - 1$ and $i + 1$, the membership function of $\mu_{ni}(x)$ is 0.5, and the others are zero.

$$\mu_{ni}(x) = \begin{cases} 0.5, & x = i - 1 \\ 1, & x = i \\ 0.5, & x = i + 1 \\ 0, & \text{otherwise} \end{cases} .$$

(3) Rational Scale
For cost drivers with a rational scale, every fuzzy number of the original meaning scale adopts a triangular fuzzy membership function as shown in Eq. (4). A triangular fuzzy membership function can be represented by three values ($l$, $m$, $u$), where $l$, $m$, and $u$ represent the left, center and right points of the triangular membership function.

$$\mu_{ni}(x) = \begin{cases} \frac{x - l_i}{m_i - l_i}, & l_i \leq x \leq m_i \\ \frac{u_i - x}{u_i - m_i}, & m_i \leq x \leq u_i \\ 0, & \text{otherwise} \end{cases} .$$

Step 2: Construct the risk assessment model by the fuzzy decision tree approach.

The fuzzy number of software cost drivers and estimation errors are adapted to construct a fuzzy decision tree for risk assessment. The fuzzy decision tree construction is based on ID3 decision tree technique. ID3 decision tree uses entropy to evaluate the classified contribution of every attribution in a node. The major difference of the ID3 tradi-
tional decision tree and the fuzzy decision tree can be found in the calculation method of the entropy value. In the ID3 fuzzy decision tree, the entropy value of node \( i \) is expressed as \( E_i \) in Eq. (5), where \( C \) is the set of classes and \( P_k^i \) represents the ratio of the patterns of the class \( k \) to all patterns.

\[
E_i = - \sum_{k \in C} P_k^i \log_2 P_k^i. \tag{5}
\]

In the ID3 traditional decision tree, an input case \( l \) just may or may not belong to node \( i \). However, the degree of an input case \( l \) belonging to node \( i \) represents \( V_{il} \) in ID3 fuzzy decision tree as shown in Eq. (6), where \( Z_i \) is the attribution group being used from root node to node \( i \) in a decision tree. If \( Z_i \) is an empty group, node \( i \) is the root node. \( X_{lf} \) is the feature value of the attribution \( f \) of the input case \( l \). \( \mu_f \) is the degree function of the attribution \( f \) of the input case \( l \). \( P_k^i \) is the ratio of the patterns of the class \( k \) to all patterns of the fuzzy decision tree as shown in Eq. (7).

\[
V_{il} = \begin{cases} 
\prod_{f \in Z_i} \mu_f (X_{lf}) & : Z_i \neq \phi \\
1 & : Z_i = \phi 
\end{cases} \tag{6}
\]

\[
P_k^i = \frac{\sum_{m \in k} v_{lm}}{\sum_{l \in D} v_{il}}. \tag{7}
\]

The construction procedures of integrating risk assessment information into software cost estimation model by using the fuzzy decision tree approach are presented as follows.

**Step 2.1:** Generate the root node that has a set of all training data.

**Step 2.2:** If one of the following conditions is satisfied, assign node \( i \) as the terminal node.

\[
\begin{align*}
(1) \quad & \frac{1}{|D|} \sum_{l \in D} v_{il} \leq \theta_s, \\
(2) \quad & \frac{\sum_{m \in S(k)} v_{lm}}{\sum_{l \in D} v_{il}} \geq \theta_d, \quad \text{where } k^* = \max_{k \in C} \left( \sum_{m \in S(k)} v_{lm} \right), \\
(3) \quad & \text{No more attributions are available.}
\end{align*}
\]

**Step 2.3:** Find minimal \( E_f^i \) from an unused attributive group and make child nodes from the node associated with attribution \( f \).

**Step 2.4:** Go to step 2.2 and apply the algorithm to all newly generated child nodes, recursively.
The threshold parameters \( \theta_s \) and \( \theta_d \) are determined when we terminate the pattern space partitioning. \( \theta_s \) prohibits generating fuzzy rules for sufficiently sparse fuzzy subspaces. On the other hand, \( \theta_d \) prohibits generating fuzzy rules for the minor classes having no sufficient number of patterns in subspace.

**Step 3:** Reason the fuzzy number as the risk estimate of a software project.

Inference in the ID3 decision tree is executed by starting from the root node. Then, repeatedly test the attribute at the node and branch to an edge by its value until a leaf node is reached. A class attached to the leaf node is regarded as the final estimation result. Inference in the fuzzy decision tree must match approximately more than one branch than the traditional ID3 decision tree [15].

It consists of three operations. First, for the operation to aggregate membership values for the path of edges, the multiplication is adopted from many alternatives. Second, for the operation of the total membership value of the path of edge and degree of the class attached to the leaf node, the multiplication is also adopted. Finally, for the operation to aggregate the degree of the same class from the different paths of edges, addition is adopted from several alternatives. As shown in Eqs. (8) and (9), \( r_{jk} \) represents the degree of the software project \( j \) that belongs to the class \( k \). \( P_k^i \) is the class degree of these rules. \( d_j \) represents the degree of the software project \( j \) belonging the rule \( I \), while \( r_{jk}^* \) represents the normalization of \( r_{jk} \). In Eq. (10), \( C_k^m \) represents the \( k \) classes and the scope of \( C_k^m \) is \( \ell_{C_k^m} \leq x \leq u_{C_k^m} \), \( C_k^m \subseteq C, 1 \leq m \leq k \). The fuzzy software cost estimate of the software project \( j \) is indicated as \( \mu_j(x) \).

\[
 r_{jk} = \sum_i d_j P_k^i, \quad (8)
\]

\[
r_{jk}^* = \frac{r_{jk}}{\sum_{m \in C} r_{jm}}, \quad (9)
\]

\[
 \mu_j(x) = \begin{cases} 
 \max \left\{ \min \left( \mu_{C_1^k} (x), r_{jC_1^k}^* \right), \min \left( \mu_{C_2^k} (x), r_{jC_2^k}^* \right), \ldots, \min \left( \mu_{C_{m-1}^k} (x), r_{jC_{m-1}^k}^* \right) \right\}, & x \in C_k^1, C_k^2, \ldots, C_k^{m-1} \\
 \max \left\{ \min \left( \mu_{C_2^k} (x), r_{jC_2^k}^* \right), \min \left( \mu_{C_3^k} (x), r_{jC_3^k}^* \right), \ldots, \min \left( \mu_{C_1^k} (x), r_{jC_1^k}^* \right) \right\}, & x \in C_k^2, C_k^3, \ldots, C_k^m \\
 \vdots \\
 \max \left\{ \min \left( \mu_{C_1^k} (x), r_{jC_1^k}^* \right), \min \left( \mu_{C_2^k} (x), r_{jC_2^k}^* \right), \ldots, \min \left( \mu_{C_1^{n+1}} (x), r_{jC_1^{n+1}}^* \right) \right\}, & x \in C_k^1, C_k^2, \ldots, C_k^{n+1} 
\end{cases} \quad (10)
\]

where \( k \geq m \geq 2, k \geq n \geq 1 \).
4. AN EMPIRICAL EXAMPLE

To demonstrate the applicability of our proposed model, 63 historical project data in COCOMO were used for constructing a software cost estimation model integrating risk assessment information by means of the fuzzy decision tree approach. We used 62 historical projects for model construction and one historical project for model testing. The software cost drivers in COCOMO are shown in Table 3. The COCOMO model generates effort estimation equation in person-month (PM) from 63 historical project data. The risk assessment construction procedures using the fuzzy decision tree are shown in the following steps.

Table 3. Software cost drivers in COCOMO.

<table>
<thead>
<tr>
<th>Development mode</th>
<th>Main storage constraint</th>
<th>Modern programming practices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjusted KDSI</td>
<td>Virtual machine volatility</td>
<td>Requirement variation level</td>
</tr>
<tr>
<td>Product complexity</td>
<td>Language experience</td>
<td>Required software reliability</td>
</tr>
<tr>
<td>Use of software tools</td>
<td>Execution time constraint</td>
<td>Computer turnaround time</td>
</tr>
<tr>
<td>Database size</td>
<td>Programmer capability</td>
<td>Virtual machine experience</td>
</tr>
<tr>
<td>Analyst capability</td>
<td>Application experience</td>
<td>Required development schedule</td>
</tr>
</tbody>
</table>

Step 1: Fuzzy the software cost drivers.

The \( RE \) (in %) in each historical project of COCOMO is fuzzied by 5-class and 7-class models in accordance with the membership functions as shown in Figs. 2 and 3, respectively. The fuzzied \( RE \) attribute is treated as a dependent variable in model-construction procedures using the fuzzy decision tree approach.

The independent variables in the fuzzy decision tree approach are derived from transferring original software cost drivers into fuzzy numbers according to the membership functions as demonstrated in Eqs. (1), (2) and (3). The adjusted KDSI of COCOMO software cost drivers is ratio scale type. It is divided into six groups and fuzzed by Eq. (4) as illustrated in Fig. 4. The other software cost drivers are ordinal scale and thus fuzzed by Eq. (3).
**Step 2:** Construct the risk assessment model by fuzzy decision tree approach.

The software cost drivers with different fuzzy numbers are treated as independent variables, and the $RE$ fuzzied by 5-class or 7-class models is the dependent variable. The fuzzy decision tree is constructed based on 62 COCOMO projects with these fuzzy software cost drivers. In the fuzzy decision tree, leaf nodes represent multiple classes with
different membership degrees. A demonstration of the fuzzy decision tree within 5-class risk assessment model is shown in Fig. 5, where \( Ci \) represents the membership degree of class \( i \).

**Step 3:** Reason the fuzzy number as the risk estimate of a software project.

Once a fuzzy decision tree is built from a fuzzy training set, the fuzzy decision tree is used to reason the fuzzy numbers for a test project. The fuzzy decision tree infers the fuzzy numbers as the risk assessment for a test project \( j \) by Eq. (11) as 5-class model and Eq. (12) as 7-class model, respectively. After constructing the fuzzy decision tree, the test data fed into the root node may arrive at several leaf nodes and multiple classes with different membership degrees. The addition operation to aggregate degrees of the same class from the different paths of edges is the risk estimate for that class. The risk estimation results for each class of the 5-class fuzzy decision tree model are \( C_5^1 = 0.1257 \), \( C_5^2 = 0.1247 \), \( C_5^3 = 0.2111 \), \( C_5^4 = 0.0247 \) and \( C_5^5 = 0.5137 \). Fig. 6 shows the risk estimation results of a software project based on the estimated fuzzy numbers from the 5-class fuzzy decision tree model.

\[
\mu_j(x) = \begin{cases} 
\min(\mu_{c_1}^j(x), r_{j_2}^*) , & x < -24 \\
\max \left\{ \min(\mu_{c_1}^j(x), r_{j_2}^*), \min(\mu_{c_2}^j(x), r_{j_2}^*) \right\}, & -24 \leq x < -12 \\
\max \left\{ \min(\mu_{c_2}^j(x), r_{j_2}^*), \min(\mu_{c_3}^j(x), r_{j_2}^*) \right\}, & -12 \leq x < 0 \\
\max \left\{ \min(\mu_{c_3}^j(x), r_{j_2}^*), \min(\mu_{c_4}^j(x), r_{j_2}^*) \right\}, & 0 \leq x < 12 \\
\max \left\{ \min(\mu_{c_4}^j(x), r_{j_2}^*), \min(\mu_{c_5}^j(x), r_{j_2}^*) \right\}, & 12 \leq x < 24 \\
\min(\mu_{c_5}^j(x), r_{j_2}^*), & x \geq 24 
\end{cases} 
\]

\[
\mu_j(x) = \begin{cases} 
\min(\mu_{c_1}^j(x), r_{j_7}^*) , & x < -24 \\
\max \left\{ \min(\mu_{c_1}^j(x), r_{j_7}^*), \min(\mu_{c_2}^j(x), r_{j_7}^*) \right\}, & -24 \leq x < -16 \\
\max \left\{ \min(\mu_{c_2}^j(x), r_{j_7}^*), \min(\mu_{c_3}^j(x), r_{j_7}^*) \right\}, & -16 \leq x < -8 \\
\max \left\{ \min(\mu_{c_3}^j(x), r_{j_7}^*), \min(\mu_{c_4}^j(x), r_{j_7}^*) \right\}, & -8 \leq x < 0 \\
\max \left\{ \min(\mu_{c_4}^j(x), r_{j_7}^*), \min(\mu_{c_5}^j(x), r_{j_7}^*) \right\}, & 0 \leq x < 8 \\
\max \left\{ \min(\mu_{c_5}^j(x), r_{j_7}^*), \min(\mu_{c_6}^j(x), r_{j_7}^*) \right\}, & 8 \leq x < 16 \\
\max \left\{ \min(\mu_{c_6}^j(x), r_{j_7}^*), \min(\mu_{c_7}^j(x), r_{j_7}^*) \right\}, & 16 \leq x < 24 \\
\min(\mu_{c_7}^j(x), r_{j_7}^*), & x \geq 24 
\end{cases} 
\]
5. VALIDATION

Since the fuzzy numbers of risk assessment in the fuzzy decision tree is not a single point estimate, it cannot be compared with the results of other models. These fuzzy numbers are defuzzied in accordance with the Eqs. (13), (14) and (15), introduced by Boyen and Wehenkel in 1999, where \( d^a_j \) is the single point estimate of the risk assessment of the software project \( j \). The final estimation result is calculated by Eq. (16), where \( PM \) is the cost estimate in the original COCOMO model and \( PM_{Risk} \) is the cost estimate embedding risk assessment information into the software cost estimation model.

\[
\begin{align*}
    f_{left} &= \int_{-a}^{0} (\mu_j(x) \times x) \, dx, \quad a \geq 0, \\
    f_{right} &= \int_{0}^{a} (\mu_j(x) \times x) \, dx, \quad a \geq 0, \\
    d^a_j &= \begin{cases} 
        \frac{f_{left}}{\int_{-a}^{0} \mu_j(x) \, dx}, & \text{where } |f_{left}| - f_{right} > \varepsilon \\
        \frac{f_{right}}{\int_{0}^{a} \mu_j(x) \, dx}, & \text{where } f_{right} - |f_{left}| > \varepsilon \\
        0, & \text{where } ||f_{left}| - f_{right}| \leq \varepsilon 
    \end{cases} \\
    PM_{Risk} &= (1 + \frac{d^a_j}{100})PM.
\end{align*}
\]

The adopted indicators for comparing the prediction accuracy of software cost estimation models are Mean Magnitude of Relative Error (MMRE) and the prediction accuracy rate at level \( L \) (\( \text{PRED}(L) \)). The widely used and acceptable values for MMRE and \( \text{PRED}(L) \) for a good software cost estimation model are \( \text{MMRE} \leq 0.25 \) and \( \text{PRED}(0.25) \geq 0.75 \). The \( \text{PRED}(0.25) \geq 0.75 \) means the model should have at least 75% of the predicted values that fall within 25% of their actual values. The MMRE and \( \text{PRED}(0.25) \) are
also applied to evaluate the performance of our proposed software cost estimation model embedded with risk assessment information. The model-construction procedures are repeated 63 times, each using 62 software projects for constructing the model and one remnant project for verifying the estimation accuracy under different stop criteria of $\theta_s$ and $\theta_d$. The verification results with 5-class and 7-class models are shown in Table 4. The proposed software cost estimation model embedding risk assessment model with different stop criteria of $\theta_s$ and $\theta_d$ has lower MMRE and higher $PRED(0.25)$ values than the original COCOMO model in both 5-class and 7-class models. Thus it demonstrates that the model integrating risk assessment information into COCOMO using the fuzzy decision tree approach has improved the estimation accuracy than the original COCOMO model.

Table 4. The verification results of 5-class and 7-class models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Method ID</th>
<th>$\theta_d$</th>
<th>$\theta_s$</th>
<th>5-class model</th>
<th>7-class model</th>
<th>5-class model</th>
<th>7-class model</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCOMO</td>
<td>0</td>
<td>–</td>
<td>0.08</td>
<td>0.1667</td>
<td>0.810</td>
<td>0.1712</td>
<td>0.810</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.01</td>
<td>0.1761</td>
<td>0.810</td>
<td>0.1815</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.09</td>
<td>0.1745</td>
<td>0.810</td>
<td>0.1819</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.08</td>
<td>0.1667</td>
<td>0.810</td>
<td>0.1712</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.07</td>
<td>0.1653</td>
<td>0.825</td>
<td>0.1716</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.10</td>
<td>0.1761</td>
<td>0.810</td>
<td>0.1815</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.09</td>
<td>0.1745</td>
<td>0.810</td>
<td>0.1819</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.08</td>
<td>0.1667</td>
<td>0.810</td>
<td>0.1712</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.07</td>
<td>0.1653</td>
<td>0.825</td>
<td>0.1716</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.10</td>
<td>0.1758</td>
<td>0.810</td>
<td>0.1813</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.09</td>
<td>0.1742</td>
<td>0.810</td>
<td>0.1818</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0.08</td>
<td>0.1669</td>
<td>0.810</td>
<td>0.1712</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.07</td>
<td>0.1655</td>
<td>0.825</td>
<td>0.1716</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>0.10</td>
<td>0.1671</td>
<td>0.810</td>
<td>0.1807</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>0.09</td>
<td>0.1702</td>
<td>0.794</td>
<td>0.1803</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.08</td>
<td>0.1702</td>
<td>0.794</td>
<td>0.1707</td>
<td>0.794</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.07</td>
<td>0.1706</td>
<td>0.778</td>
<td>0.1684</td>
<td>0.794</td>
<td></td>
</tr>
</tbody>
</table>

The results of MMRE of the model integrating risk assessment information into COCOMO using the fuzzy decision tree approach are shown in Fig. 7. In general, the 5-class model has lower MMRE than the 7-class model. The stop criteria of $\theta_s$ with values 0.08 and 0.07, i.e. method ID 3, 4, 7, 8, 11, 12, 15 and 16, have lower MMRE than the stop criteria of $\theta_s$ with values 0.09 and 0.10, i.e. method ID 1, 2, 5, 6, 9, 10, 13 and 14. However, the stop criteria $\theta_d$ has obviously no difference in improving the model accuracy. In assessing the acceptability of cost estimation models by MMRE, the model integrating risk assessment information into COCOMO using the fuzzy decision tree approach with stop criteria $\theta_s$ of value 0.07 and 0.08 outperforms the other methods.
The acceptability assessment of the cost estimation models by $PRED(0.25)$ is shown in Fig. 8. All models integrating risk assessment information into COCOMO by using the fuzzy decision tree approach have more than 75% predicted values falling within 25% of their actual values. Furthermore, the stop criteria $\theta_s$ of values 0.07 and 0.08, i.e. method ID 3, 4, 7, 8, 11, 12, 15 and 16, have higher $PRED(0.25)$ values than the other methods of $\theta_s$ with values 0.09 and 0.10, i.e. method ID 1, 2, 5, 6, 9, 10, 13 and 14. The assessment results by $MMRE$ and $PRED(0.25)$ are consistent, thus demonstrating that the model integrating risk assessment information into COCOMO by using the fuzzy decision tree approach can improve the accuracy of the generated software cost estimates.

6. CONCLUSIONS

The gap between the estimated costs and the actual costs derived from software cost drivers is inevitable, especially in the early stage of the software development life cycle. One of the main reasons for this is the fact that software cost drivers have the property of uncertain and fuzzy. This explains why the information on the estimation error is important for model builders to present the software risk caused by the estimation error in any
software cost estimation model. It is also important for project managers to effectively conduct the software project planning activities, such as allocating the required effort, cost and schedule. Unfortunately, most of the existing software cost estimation models do not explicitly reveal such important information about the uncertainty or risk of their cost estimates.

The proposed method in this paper is embedding risk assessment information into software cost estimation model by using the fuzzy decision tree approach. The fuzzy decision tree in the model captures uncertainty associated with the software cost drivers and the generated software cost estimate. The estimation result in our proposed model does not only give a single point of software cost estimate, but also explicitly reveal the risk of the generated cost estimate. With the availability of the risk information of the software cost estimate, project managers are able to better allocate and distribute the required resources and perform risk-handling activity when needed at any stage of the software development life cycle.
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