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Abstract

In this paper, we present an intelligent Internet information system ACIRD using machine learning
techniques to organize and retrieve Internet Web documents. ACIRD consists of three parts:
knowledge acquisition, document classifier and two-phase search engine. The knowledge
acquisition of ACIRD automatically learns the classification knowledge from classified Internet
Web documents and the classifier applies the classification knowledge to classify newly collected
Internet Web documents to one or more classes in a class hierarchy. The experiments show that
ACIRD performs as good as or better than human experts in both knowledge extraction and
document classification. Based on the learned classification knowledge and the given class
hierarchy, the ACIRD two-phase search engine presents hierarchically navigable structured results
to the users instead of conventional flat ranked results that greatly helps users in discovering
information from diversified Internet documents.

1. Introduction

The explosive growth of the Internet dramatically changes the way of working and living of all
walks and the Internet becomes a major source of information and means of communication.
However, the excessive information on the Internet creates the information overflow problem. To
alleviate the problem, there are many Internet search engines available for the Internet users. Most
of the search engines are implemented to facilitate rapid retrieval of documents for diverse users.
Terms' are extracted from a document, stemmed, stored and indexed in database or other storage
systems by applying indexing approach [12]. The user query is usually represented by a sequence of
terms that are matched with the indexed terms based on TFExIDF agorithm or similar algorithm [9]
to retrieve relevant documents. In order to distinguish the relevance of the documents to the query,
the retrieved documents are presented in aranked list.

1 In the paper, “term” is considered as the “word” extracted from a document. In this paper, “keyword” is representative
of aconcept, while “term” may not be meaningful.



From the perspective of retrieval efficiency and effectiveness, word-based information retrieval (IR)
systems are efficient in handling a large document base. However, documents collected from the
Internet are extremely numerous. In such case, for a query with two words? submitted to a search
engine implemented with similarity-based algorithms [8, 9], thousands of documents are probably
retrieved. For the query example “education and university”, there are 87,368,493 hits by AltaVista,
7,379,086 hits by Infoseek, 237,902 hits by WebCrawler and 2,879 hits by Y ahoo. Ranking a large
number of documents using very few words is not likely to produce an order of documents meeting
the preference of the user. Consequently, user has to retrieve many uninteresting documents before
obtaining the desired information. Several search engines has applied relevance feedback [34] to
expand or refine the query based on documents selected by the user. However, query expansion
based on the selected documents may not be effective since the user intention is difficult to grasp
from the feedback.

The conception gap between the web document developers and the user creates the difference
between the retrieved results and the user expectation. Due to the richness of language and culture,
web developers and users may use different terms to represent the same concept, or use the same
term to describe different things. Therefore, word-based search engines often retrieve documents,
probably not desired by users. As a result, Internet search engines generaly retrieve thousands
documents with few desired. In contrast, desired documents may not be retrieved. For instance, the
term “airline schedule’ in documents does not match the term “flight schedul€” in the query by a
word-based search engine, but both terms are considered to have the same meaning. However, a
thesaurus for the whole domain still cannot solve the problem, since a word may have different
meaning in different contexts, such as the word “bank”. A thesaurus for each specific domain can
help to aleviate the problem. But, due to the diversity and dynamic nature of the Internet, no static
thesaurus can handle the shifting semantics of terms.

Ideally, Internet search engines should be able to retrieve relevant documents efficiently, and
present the documents in accordance with user expectation. For the efficient retrieval, the search
engine should be able to shrink the document search space, since it is also possible to have more
documents than the physical memory can store. As for effective retrieval, the system needs to draw
close the semantics mismatch between queries and documents. Assigning classes to documents is

essential to the efficient management and retrieval of knowledge [10], and aso provides a

2 According to the statistics in [13], the average query length is 1.3 words.
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framework for structured query processing. Our system, ACIRD® (Automatic Classifier for the
Internet Resource Discovery) [7, 11] is designed to automatically classify documents into proper
classes in a class hierarchy provided by Yam®. The system is capable of learning classification
knowledge from classified documents and mining the association rules among terms to explore the
implicit term semantics. ACIRD also infers from the term associations to refine the classification
knowledge of each class. To reply user query, the system implements a two-phase search that
presents a hierarchically navigable view, based on the discovered classification knowledge and the

given class hierarchy, to the user.

In the rest of the paper, we discuss related work in Section 2. The system, ACIRD, is described in
Section 3. In Section 4, we define the terminology used in this paper. In order to illustrate the
system clearly, in Section 5, we describe the learning model of ACIRD. Section 6 shows the
experiments of automatic classification to justify to the design and implementation of ACIRD. Then
the two-phase search approach is introduced in Section 7. Finally, we conclude the contribution and

point out future work.

2. Related Work

Past studies in Information Retrieval (IR) systems and search engines focus on the improvement of
retrieval efficiency by using indexing and query reformulation techniques. The first step of word-
based document processing is to extract words from documents based on pre-constructed dictionary,
stoplist, and stemming rules. Once words are extracted, a widely used method TFxIDF [9, 23] is
applied to determine the weights of words. Term frequency (TF) is the number of occurrence of a
word in a document and inverse document frequency (IDF) is the inverse of the document
frequency, defined as the number of documents in which the word occurs. The weight of aword can
be determined by the product of its TF and IDF for the TFxIDF method. A document thus can be
represented by a set of words and their weights, called vector of weighted words representation. The
similarity function of two documents or a query and a document is the direct product of their
vectors of weighted words, the cosine value between the two vectors in a multi-dimensional vector

space.

Another popular approach, string-based indexing, indexes strings and all their sub-strings, instead
of words, in the document. The string-based indexing approach is particularly useful for the

8 http://Y amNG.iis.sinica.edu.tw/Acird/class.htm

4 http://www.yam.org.tw/b5/yam, which is a popular search engine in Taiwan.
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applications of full-text search, exact string match (e.g. address) and character-based language (e.g.
many oriental languages) that search for arbitrary-length strings. In comparison with word-based
indexing approaches, the storage requirement of string-based indexing approach patterns is much
larger. In addition, their complicated data structures take more time in retrieval. As retrieving exact
matched strings only, string-based indexing approaches do not fit for many Internet information
discovery queries that only give conceptual descriptions instead of exact strings. Some string-based
indexing technologies, such as PAT-tree [25], are proposed to improve the performance of various
search functions, such as prefix searching, proximity searching, range searching, longest repetition
searching, most significant and most frequent search, and regular expression searching [12].

However, these searching functions are rarely used in the Internet document search.

Both of word-based and string-based indexing approaches require large storage space for
maintaining the indexes, even larger than original documents. For a huge document base such as the
Internet, the physical memory up to many giga bytes is required to retain good performance.
Otherwise, the page faults of operating system will dramatically degrade the performance.
Generdly it is a good idea to organize the indexes in a hierarchical structure in order to reduce the
access time and memory requirement. To further reduce access time and memory, the organization
of hierarchy has to fit the user retrieval patterns. In this paper, we propose a hierarchical indexing
approach that each interna node of the hierarchy represents a class, as the concept of class fits well
with many Internet information discovery procedures. Using machine learning techniques, our
system is capable of learning classification knowledge from training documents. The classification
knowledge is the first-level index. Combining with the second-level index (e.g. keyword-index and
string-index), our system provides a hierarchical index structure for efficient document retrieval.

There are severa approaches to the classification of documents, including manual classification,
automatic classification that can be further divided into classification knowledge acquisition from
domain experts and automatic learning of classification knowledge. Manually assigning classes to
documents is time consuming and expensive. Knowledge acquired from domain experts, while is
relatively effective, is aso expensive in time and efforts of development and support. Furthermore,
the acquired knowledge may be incomplete. Classification knowledge automatically learned from
training document is efficient in time and cost, but its accuracy is limited by the employed learning
model.

There are many text categorization studies in the information retrieval discipline [4, 10, 20, 21, 22,
31]. In this paper, we use “document classification” instead of “text categorization”, since we focus

on the Internet HTML documents rather than general texts. Document classification is the problem
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of automatic documents grouping. Many studies also deal with the problem of document retrieval,
relevance feedback, text categorization, routing, filtering, and clustering. For example, ExpNet [35]
uses similarity measurement as the category ranking method to determine the best matched category

asthe classification of the input document. [ needs more exampl es|

Past studies in machine learning developed many algorithms that have been well tested and
performed in many domains such as medical, finance, etc. To name afew popular algorithms, there
are ID3 [27], C4.5 [28], CN2 [29], and AQ algorithm [30]. However, these algorithms are applied
to structural training datainstead of non-structured textual data. This motivated many approaches to
document classification use corpus to characterize documents and develops new algorithmsto learn
classification knowledge. These agorithms include Bayesian independence classifier [21], k-
nearest-neighbor [22, 32], rule-based induction algorithm [10], and mixed approached such as
INQUERY [33]. Those systems concentrate on the document categorization and the learning
algorithm, but they omit the diversity of the semantics of terms (or features) in the document. In
machine learning, the feature is usually an attribute-value pair that its semanticsis certain. However,
the semantics of document feature is uncertain, and varies with different domains. For example, the

document feature “ apple” has different meanings for the domain “computer” and “food”.

In this paper, we apply the technique of mining association rules to explore the semantics of
document feature in different domains. Mining association rules [16, 17, 18] is applied to discover
the important associations among items in transactions. A well-known application of mining item
associations is to discover an optimal item arrangement in the supermarket to allow customers to

gather their grocery conveniently.

3. The ACIRD System

One of the main goals of the system, Automatic Classifier for Internet Resource Discovery (ACIRD)
[11], is to automatically collect and classify Internet documents for efficient and effective
management and retrieval. The initial motivation of ACIRD is to improve the expensive and time-
consuming manual classification process used by many Internet search engines. Employing the
classification knowledge learned from the manually classified Internet documents, the system
automatically classifies incoming Internet documents. The classification knowledge together with
the class hierarchy enables two-phase search in the document retrieval. This section gives the

overview of ACIRD, and the details of the system are presented in the following sections.



The knowledge base of ACIRD is learned from the Internet documents collected and manually
classified in Yam that the Internet documents are assigned to one or more classes in a class
hierarchy (or more precisely, a class lattice). An Internet robot is implemented to automatically
collect HTML documents. The system assigns a unique object ID to every document (called object
in this paper) and stores the object in the database. Each HTML document is parsed into a set of
terms with weights calculated from term frequency and weight of HTML tags. The terms and
weight pairs form the feature vector to represent the object knowledge. Inverted index of terms to
their objectsisimplemented using commercial relation database management system for convenient

access during learning and searching.

The classification learning process of ACIRD consists of two phases: training phase and testing
phase. In the training phase, given a class hierarchy, a collection of manually classified documents
is the training data. The learning process starts from the most specific classes to the most
generalized classes of the class hierarchy. For the most specific classes (i.e. the leaves of the class
hierarchy), the class knowledge is generalized from the knowledge of objects in the class. For other
classes, the knowledge is generalized from its child classes. In the testing phase, a classifier is built
by incorporating the learned class knowledge. The newly collected documents manually classified
by experts are compared with the class assignment of the classifier in order to verify the quality of
learned knowledge.

After classification learning process, the technique of mining association rules is employed to mine
term associations to enhance the class knowledge. As term associations highly depend on the class
domain, the mined term associations can only be applied to refine the classification knowledge of
the specific class. We showed that the mined term association is effective to enhance the term
semantics from the experimentsin [7].

ACIRD has a two-phase search engine that allows users to retrieve interesting documents,
represented as a class hierarchy rather than a sequence of ranked documents, effectively and
efficiently. In the two-phase search, a query string is parsed and formulated as a sequence of terms,
called the query feature vector. Similarity match based on Vector Space Model is applied to decide
the relevance between the query and the classes and objects, which are also represented as feature
vectors. In the first phase, class-level search is performed that the query feature vector is used to
match qualified classes. Those qualified classes form a shrunk view of the class hierarchy. If user
decides to further explore a qualified class in the hierarchy, the query feature vector is again
employed to match subclasses of the class in the second phase. In object-level search, ACIRD

matches and retrieves and qualified documentsin the class. The two-phase search approach not only
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reduces the search domain, but also provides a hierarchical conceptual view that is effective to help

the user to discover the information.
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Fig. 1 The overview of the ACIRD

In Fig. 1, we summarize the system. First, Document Collection and Class Lattice are originated
from Yam, and every document in the document collection is assigned one or more class in the
class lattice. From right to left of Fig. 1, terms are extracted from documents. By applying learning
algorithms, the knowledge of each class, Classification Knowledge, is obtained. By mining Term
Association Rules of every class, the classification knowledge is refined to Refined Classification
Knowledge, which is used to construct the automatic classifier and for the class-level search. From
left-hand side, two-phase search engine parses the submitted Query into Query Representation that
is used to match Refined Classification Knowledge to discover relevant classes (concepts) or to

match and retrieve the interesting documents.

4. Notations and Definitions

In this section, we define the terminology used in the paper and introduce the conceptual model and
knowledge representation of ACIRD. We denote an entity as alower case letter, and a set or series
of entities as an upper case letter. For example, let ¢ denote aclassand C denote a set of classes.
In the following, we describe the system entities with their notations in parentheses from the higher

level concept to the lower level concept.



ACIRD learning system automatically learns and refines classification knowledge from a given
class hirarchy and a set of manually classified objects. The hierarchy is called ACIRD Lattice
because of the the hierarchy satisfies the lattice properties.

ACIRD Lattice (L rp (C, R)) is set of classes C and a set of relations R between classes that

can be represented as a graph with nodes ( C ) and edges ( R).

Class (c) is a class node of L, r,. C possesses the knowledge generalized from the sub-

classes or objectsin the class.

Object (0) isan HTML document that consists of paragraphs ( pg ) enclosed by HTML tags.

Anobject o canbelong to oneor severa classesin L,y -

Paragraph ( pg) consists of a series of sentences (<) that in term contain phrases and terms.
pg is informative if it is enclosed by informative HTML tags that are defined later in this

paper. Separators such as comma, period, semicolon, or other characters specified in the system

are used to identify the boundary of sentences (s).

A phraseis asequence of termsin a sentence that are frequently used in some class domain and
satisfies one of the specified phrase rules. To automatically construct thesauras, Phrase
Discovering Process applies phrase rules to find new phrases satisfying the rules. For example,
the simple noun phrase rule { NNN, NN} means that a phrase can be triple co-occurrence nouns
or double co-occurrence nouns. Currently, the construction of thesauras of ACIRD is a semi-

automatic process that the system extracts discovered candidates for the selection of users.

Term (t) is a word (excluding stop words) extracted from sentences of an informative

prargraph. Each term has a support value to the object that it appears. The support ( sup, ) of t

to o iscaculated from the term frequency and the weight of HTML tags, which quantifies the

importanceof tto o.

Object Knowledge (Know, ) is a set of selected terms (T ) with supports to the object. Know,
can be represented by the Term Support Graph (TSG(T, 0, E)) that each directed edge in E

from t, (inT) to o hasalabel sup, ,. The number of extracted termsin Know, is denoted

by |Know,.



— Classification Knowledge of class ¢ (Know, ) is a set of term T that each term t has a support
value sup,. to c. Know, isgeneralized from Know, or classification knowledge of its child
classes. Similar to Know,, Know, can be represented as a graph TSG(T,c,E) that each
directed edgesin E from t; (inT) to cislabeled with sup, .. The number of termsin Know,
is denoted by ||Know .

— For each class c, the process of mining association rules is applied to mine associations among

terms of Know,. The mined rules are called term associations. For each pair of terms, t and

t

;» there is a corresponding confidence (conft“tj). A strongly connected graph Term

Association Graph (TAG(T,E)) can be generated by considering terms of T as nodes and

term associations as edges labeled with conf, | .

— For each class ¢, Term Semantics Network (TSN(T,c,E)) is constructed as the union of the
TSG(T,c,E) and TAG(T,E). TSN is used to represent the semantics of the class and the

associations between terms in the class.

— Perfect Term Support (PTS agorithm [7] is applied to promote sup, . of edges in
TSN(T,c,E) . The algorithm finds an optimal path ( p;.) from t to c, where p;, is apath
with the maximal value among all the possible paths (R ) from t to ¢ in TSN(T,c,E). The
value of p, . isthe product of edges’ confidence values in the path and the support to ¢ of the
last term, (conf,, xconf, . x..xconf, . xsup, ). The optimal support of t to ¢ (denoted as

sup, ) isdefined asthevalueof p;.

— A keyword (k) is a term that passes Filtering Process that filters out terms whose sup,, are
less than the specified threshold 6. . For akeyword, its sup:C Is defined as membership grade
(MG,,) of t to c. The application of PTS and Filtering Process refine Know, to become

Refined Classification Knowledge (Know] ). Know; is the knowledge base employed by Two-
Phase Search Engine and Automatic Classifier of ACIRD.

In Fig. 2, the top-down view of these abstractions is shown in the left-hand-side and the systematic

knowledge representation is shown in the right-hand-side.
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Fig. 2 Conceptual model and systematic knowledge representation of ACIRD.

5. ThelLearning Model

In this section, we describe the learning model of ACIRD in details. In the training phase, ACIRD
adopts supervised learning techniques and regards previously classified documents as the training
objects. The testing phase is described in Section 6.

ACIRD applies machine learning methods to learn classification knowledge as shown in Fig. 3. The
learning model is applied to each class of ACIRD lattice from the most specific classes to the most
genera class. Each document is preprocessed into a weighted term vector. Then the dimension of
the vector is reduced by Feature Selection Process to reduce the complexity of learning and noise.

For the most specific class, the knowledge of the class Know, is generalized from the knowledge

of al objects in the class, which can be represented by Term Support Graph (TSG). Mining
association algorithm is applied to mine associations of terms in TSG that the obtained term
associations can be represented by Term Association Graph (TAG). By combining TSG and TAG,
Term Semantic Network (TSN) is derived. TSN is further optimized to become TSN* to represent

Know, of the class. For each iteration, only one term is promoted. As the promotion may be used to
promote other terms, the promotion process is applied recursively until the stable state is reached.
For the non-most specific classes, the learning process is the same except the initial weighted term
vector isfrom its subclasses and objects.

FEAR! A -

Fig. 3 The Learning Model of ACIRD.

5.1 Preprocessing Process and Knowledge Representation

Preprocessing process consists of two parsers, HTML Parser and Term Parser. HTML parser parses
an object into paragraphs that their weights are determined by the associated HTML tags. Term
Parser partitions the paragraphs into sentences and extracts terms from sentences. Term Parser also
calculates term supports using the weight assigned by HTML Parser and its term frequency.

HTML Parser

An HTML document consists of paragraphs that the associated HTML tags indicate their
importance and meta-level information. Web developers highlight the contents by HTML tags
[reference], such as TITLE, Hn (headings), B, |, U, etc. In addition, META tag allows developers to
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add extra information to the document such as “CLASSIFICATIONS’ and “KEYWORDS'.
Apparently, the implication of tags is necessary to be considered during indexing the documents.
Currently, human experts assign weights to HTML tags from observing the outcomes of numerous

experiments. We classify these tags into four types.

* Informative. The paragraph enclosed by such tags are the the meta knowledge of the documents
or the contents presented to the users. Thus, the tags have higher weights than the others. For
example, CLASSIFICATION and KEYWORD in META, TITLE, Hn, B, I, U, etc.

e Sippable. Tags, such as BR and P have no effects in the semantics of the document and are
omitted.

* Uninformative. Contents enclosed by tags, such as AREA, COL, SCRIPT, COMMENT, etc.,
areinvisible from the users. Thus, these tags and their contents are excluded.

* Satistical. Contents included in these tags, such as 'DOCTPYE, APPLET, OBJECT, SCRIPT,
etc., are stored in database for statistics purpose.

The implementation of HTML Parser uses two stacks that one is for HTML tags and the other is for

paragraphs. The execution of the algorithm is completed in afile scan.

Term Parser

Term Parser partitions the paragraph into sentences, extracts terms in the sentence, and counts the
term frequency (TF) of each term. As designed to handle multi-lingual documents, ACIRD
currently considers English and Chinese languages. For English, each extracted term is stemmed.
For the character-based language, like Chinese, a sentence needs to be segmented into meaningful
multi-character terms. As there are no apparent stop characters, Term Parser uses a pre-constructed

term base of multi-character Chinese terms to extract meaningful terms. After aterm t is extracted

from an object o, the support value sup,, is measured based on TF and HTML weight, as
defined in equation (5.1). The value, normalized to be in the range of [0, 1], indicates the
importance of aterm to represent the object.

sup', , = Y tf; - w; , where t, isaterm in the sentence described by tags T,

T

tf;, isthe term frequency of t; in the sentence described by T, and
w; isthe maximum weigh of tagsin T,. (5.1)

sup, = Puo
Y MAX (sup’, )

tino

, I.e., sup isnormalized to[O, 1]
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Since a sentence may have more than one tag, the tag with the maximum weight is used in
calculating the term support. We use TF and the maximum tag weight to calcul ate the term support
rather than the TFxIDF weighting approach. Inverted Document Frequency (IDF) is designed to
enhance the discriminating capability of high-frequency terms, which is not critical in supervised

learning, asin ACIRD.

Term Parser extracts Chinese terms based on the heuristics of “the longer term first” to resolve the
ambiguity. |.e. for two terms that one term is part of the other term, Term Parser will choose the
longer one. A pre-constructed term base is built as a B*tree [36] for linear time access. In addition,

the rules for Chinese term segmentation are supplied to handle the ambiguity of segmentations
between conflicting candidate terms. The complexity of term extraction is O(n*), where n is the
length of the input sentence. Including the linear time complexity of HTML Parser, the complexity

of Preprocessing Processis O(N?), where N is the content length of an object.

5.2 Feature Selection Process
After HTML Parser and Term Parser process an object, the obtained object knowledge can be
represented as a vector of attribute-value pairs, o={(t,,sup,,),(t,,sup, o) (t,, SUp, ,)}-

Theorectically, induction process can be applied immediately to learn the classifcation knowledge
from the object knowledge. In practice, the complexity of the learning process is exponentially
increased by the dimension of the vector and the noise may be increased with the increase of the
dimension. Feature Selection Process is designed to reduce the complexity and noise during

learning process. For each object, a pre-defined threshold of support 6, is used to discard less
important features, and remaining features are used to represent the object knowledge Know, . In
this way, the problem of feature selection is shifted to the selection of 6. Higher 6, discards more
features that the remaining terms may not be sufficient to represent Know, . In contrast, lower 6,
has little effect in feature selection. In ACIRD, the selection of 6, is adaptive to the emperical

experiments. For instance, by analyzing the distribution of term supports from the training data as
shown in Fig. 4, we observe that more than one half of term supports are in the range [0, 0.2). If we
choose 6, =0.2 to filter out terms with low supports, the average number of terms in an object is

reduced from 28.64 to 11.61. It is obvious that the complexity of the feature selection is linear to the
number of features.
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Fig. 4. The distribution of term supports of training data.

5.3 Classification Knowledge L ear ning

To discover the classification knowledge, induction learning is used to generalize the object
knowledge Know, to the most specific class knowledge Know,, and further generalize the class
knowledge to its supper classes. The induction process is applied from the most specific to the most
genera classes. The class assignments of training objects are given by the human experts of Yam.
In the conventional learning schemes, the values of features of training objects are either TRUE or

FALSE. |.e. the learning algorithms generalize the term t; to the class ¢ based on the occurrence
of objects containing t, in c. In other words, it considers all the terms are equally important that

ignores the degrees of term supports to the object or class. To amend the shortfal, we define the

support of t to c, denoted as sup, ., in equation (5.2). Similar to (5.1), sup, . isalso normalized

to [0, 1].

sup’, . = Zsupti'oj , Sup, , isthe term support of t; too;,0; isan object in theclass c.

9;

Up’, . (5.2
Sup;, ¢

© T MAX{sup’, .}

,i.e, sup’, . isnormalized to sup, ., which isranged in[0, 1]
Similar to Eq. (5.2), the support of term to non-most specific class can be obtained from the support

of term to its objects and subordinate classes, as shown in EQ. (5.3). The number of objects in a
subordinate class affects its contribution to the super class.
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¢, isasubordinat eclass of class c, and chHisthe number of objectsinc;. (5.3)

ap, = P
b MAX{sup’,  }

i.e., sup’, . isnormalized to sup, . in[0,1]

The algorithm of Classification Knowledge Learner is described in the following.
1. For each class from the most specific to the most general, do the preprocessing and feature
selection processes.

2. For most specific class, calculate the term supports to class based on Eqg. (5.2). The complexity
is the sorting complexity, O(N, + NT,logNT,), where N, is the number of object in the

class, and NT, isthe maximum number of termsin an object of the class.

3. If the class has subordinate classes, calculate the term supports to class based on Eq. (5.3). The
complexity is O(N, + N.* NT + NT.logNT,) , where N is the number of subclasses, and

NT, isthe maximum number of termsin a subordinate class.

As the number of term in a class is large and due to the diversity of Inteernet documents, the term
supports to the class is generally low. For instance, from the statistics of training data, there are
about 472 terms per class in average and the supports are low as shown in Fig. 5. From the figure,
most term supports locate in low support range (e.g., [0, 0.3)). Therefore, a feature selection process

is needed to reduce the low support termsin Know, . Given athreshold 6.=0.1, in average there are
47 terms per class, 24 terms with 6, = 0.2, and 20 terms with 6, = 0.3. A filtering process may

remove meaningful but with low support terms, which include aliases of high support terms and
terms highly associated with them. To aleviate the problem, we propose a mining association rules
approach to discover term associations in a class, and apply the result to enhance the supports of the

otherwise filtered out terms.
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Fig. 5. The distribution of term supports of all the classesin ACIRD.

5.4 Mining Term Association

The feature selection process in the class level is more complicated than in the object level. The

first reason is, in general, |Know,| is larger than |Know,|, since Know, is generalized from

several Know,. The second reason is that the terms in an object are more consistent in both

semantics and representation than in a class. Usually an object is written by one web devel oper that
asimple filtering method using a threshold value can do a reasonably good job, while the objectsin
a class are collected from many web servers and written by a diverse of web developers that add
diversity in the term wording and usage. Often applying a filtering algorithm using a threshold

value 6. directly to Know, removes many representative terms but with low support values. As
only few concepts remain, the recall rate on Know, is likely low. Therefore, the system must

identify and consolidate terms with or related to the same concept before applying filtering process.
In ACIRD, we propose mining term associations and perfect term support algorithm to promote
representative terms with low supports.

According to the definition of association rule in [17], elements in the problem are items,
transactions, and the database.
Let 7 ={s,i,..,1,} beasetof itemsand D beaset of transactions (the transaction database)

in which each transaction 7 is a set of items such that 7 < /. An association rule is an

implication of thefoom X — Y ,where X c/, Yc/,and X nY =¢.Therule X ->Y
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holds in the transaction set [ with confidence c, if ¢% of transactions that contain X' also
contain Y. Therule X — Y has support sin the transaction set D if s% of transactions that

contan YuY.

We follow the above definition and map the problem of mining term associations to the
specification of mining association rules. Two important issues should be considered before mining
association rules [16, 17, 18]. One is the granularity (or the transaction defined in [17]) used to
mine associations. The other is the domain used to generate association rules, which is

corresponding to the transaction database defined in [17].

Granularity of mining associations.

In [19], the system restricts the granularity of generating associations to 3-10 sentences per
paragraph in order to reduce the computational complexity. The restriction is impractical for web
documents since a paragraph may have hundreds of meaningful sentences. Additionaly, the
importance of a sentence in web document depends on the HTML tags, not its position. Therefore,

the granularity of mining term association is the whole informative paragraphs.

Domain of generating association rules.

As Internet documents are published by diverse people, the semantics of a term depends on the
authors and contexts that it is common to have the same word to represent different meanings. For
example, if a document mentions “apple computer” in a paragraph, the semantics of the apple
should not be “apples of fruit or food”. Most likely, it indicates “Macintosh” in the class of
“Computer”. Similarly, “apple” and “pie” means the apple of fruit in the class of “Food”. The above
observation supports the idea to restrict the domain of mining term associations within the boundary
of a class. On the other hand, it is also common to observe a meaning has many forms of
representations that makes their associations good candidates for mining. Based on these reasons,

ACIRD applies the mining association rules process [17] to mine term associations by regarding
(i) Terms are corresponding to items.
(if) The object’ sinformative paragraph is corresponding to the transaction.
(i) The classis corresponding to the transaction database.

Concentrating on objects of a class instead of all objects aso has the advantage of small database

size, as the complexity of mining associations is exponentially increased with the size of the
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database. When the size of database is not large, a ssmple mining association algorithm, such as
Apriori [16], can be efficiently applied.
For the definitions of confidence and support [17] of term association t — t;, we do the following

modifications.

conf, , =“552 wheredf,(t) standsfor the number of documents that contain term,.

sup, ;= d|]|cl°3(t|‘|) , Where||D, || stands for the number of documentsin classc.

Confidence is regarded as the degree of association between terms and is employed by the
following Classification Knowledge Refiner to refine Know, to  Know, . Support is the percentage

of transactions supporting the associated rules, and is considered as a metric of the correctness of

the rules. For example, Know, of class Art contains term supports. SUP.giion ot = 0-13 and
SUP, o =1. It islikely that t., Will be filtered out from Know, for the low support value.

After mining term associations of the class Art, ACIRD discovers the term association

exhibition — art with conf;pion et = 0.826 @nd  SUPsitionart = 0-1. LEL'S assume a rule with

10% supportsis considered useful. Following the definition of sup™ defined in the previous section,

s'Ipexhibition,Art iS increasaj from 013 to 0826 (Ie s'Ipexhibition,Art = Confexhibitionaartprart,Art =

0.826x1 = 0.826). The inference process promotes the support value of t ;.. t0 0.826 to pass the

filter.

After mining term associations of a class, TSN is obtained, as shown in Fig. 6. TSG represents the
term supports of a class, TAG represents the term associations in a class, and TSN is the union of
TSGand TAG, i.e.,, TON(T,c,E)=TSG(T,c,E) UTAG(T,E) .
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Fig. 6. Construction of Term Semantic Network

5.5 Classification Knowledge Refinement

As the term associations are asymmetric, both TAG and TSN form strongly connected digraphs. In

order to decide sup’, all the possible paths from the term to the class need to be considered. For a

n-1
TSN, the number® of all the possible paths from terms to the classis n- Y R™*. In ACIRD, the

i=1
average number of terms of aclass is 472 that exhaustive search is infeasible. Although the support
value of term association can be employed as a filter to remove rarely used term, it is till

computationally expensive for a small number of terms. For instance, a class with 10 terms creates

2.3x10° possible paths. Therefore, an efficient algorithm is required.

Here we propose the PTS algorithm to find sup: . sfor al termsin aclass in polynomial time.
From the definition sup;, = MAX{conf,_, xconf, , x...xconf xsup, .}, and conf and

-t T d ™ ty—-t,

sup rangein [0, 1], the more edges are involved inthe path  p(t,t;,t,,...,t,,t,,C) , the smaler value

5 n-{(n—l)!+(n_l)!+(n_l)!+___+ (n_l)!} n-nZ_lR”‘l,whereP;”‘lz (n—l).!
1 2 (n-2)! i-1 (n=1-i)!
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their product is. In other words, a sub-path of an optimal path must be an optimal path too. The
proposed greedy heuristic is as follows.

Heuristic. Divide the nodes in TSN into two groups T and T'. T contains all term nodes and

T isempty in theinitial state. Each time find anode t from T hasthe maximum sup; ., t is
moved from T to T . Theheuristicis recursively applied until T isempty.

The PTS algorithm is shown below.

Perfect Term Support (PTS) Algorithm

1. [Initial state: This step initializes every supfj . and partitions the terms into two groups: T~
contains the terms that have been optimized and T contains terms that are not optimized.]
Let sup, . « sup, ., Vt; € ¢;
Let sup, . « MAX {sup, . |Vt € c};
Let T" « {(t;,sup, .)}; T < c—{t};

2. [This step updates supfj . foreachtermin T, if necessary. t, indicatesthe latest term
addedinto T ]

If T isnot empty, continue Step 2 and 3. Otherwise, stop.
For each t; € T such that edge(t;,t,.4)€ E,

If conf X sup; . > sup; ., then sup, ; < conf

tj—>tag

Xsup, ..

tj—tag

3. [This step finds the term with maxima sup,, from T and inserts it to T ]
Lett,, < {t [t eT,andsup, . = MAX{sup:j,C It € T}};

T Tt T T +t,; Output (t.,sup, ).
In [7], we have proved that the PTS agorithm always finds the optimal solution in time complexity
O(||Knowc||2). PTS can efficiently promote some non-representative terms by exploring their

associations with representative terms. Fig. 7. illustrates the effect of PTS. In the left-hand side,
there are four non-representative terms in TSN. After refinement using PTS, in the right-hand side
of the graph, three terms are promoted to the representative for their associations to the
representative term. All other non-representative terms and associations are eliminated to reduce

the complexity of learning.
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Fig. 7. PTS Refinement on TSN

Threshold of Support in Class

The remaining task of the Knowledge Refining Process is to select a threshold to filter out non-

representative terms. An experiment is designed to compare Know, and Know, with the

keywords selected by ten human experts. The experiment shows Knowledge Refining Process

indeed refines the knowledge contents of Know,, and it also demonstrates the trade-off between

precision and recall based on different criteria of threshold. There are two types of criteria used to

evaluate the outcomes of the experiment.

e Top n. All the supflC are sorted in descendent order. The first n terms are selected to be the

keywords of Know; .
* Threshold = ?. Thiscriterion selects terms with sup;, > 6.

The experiment results are shown in Table 1. Before applying PTS, the lowest precision is 0.76, due
to the high selection standards (Top 10, Top 20, T = 0.5, and T = 0.7) that select highly informative
terms only. However, the recal is low for the same reason. It implies that the Induction Process
does not learn the implicit association among terms, although it generalizes the terms of objects to
class. In comparison with the case without applying PTS, PTS increases both precision and recall
for the Top n criterion as it promotes important but non-representative terms at the cost of
removing less important terms (as Top n criterion selects a fixed number of terms). For the
"Threshold = ?" criterion, PTS increases recall while decreases precision since it promotes termsto
the keywords of the class. Hence, by applying Induction Process and Knowledge Refining Process,
the hidden semantics among terms can be discovered. With the carefully chosen selection criterion,
the acceptable compromise of precision and recall can be achieved.

Table 1. Experiment results of PTS based on precision/recall.
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Before PTS agorithm After PTS Algorithm
Selection Criterion Precision Recall Precision Recall
Top 10 0.76 0.27 0.91 0.38
Top 20 0.78 0.53 0.85 0.62
Threshold = 0.5 0.97 0.10 0.73 0.97
Threshold = 0.7 0.96 0.07 0.79 0.83

6. Evaluation of ACIRD Automatic Classification

In this section, we describe the testing phase of the learning process. Based on the similarity
concept, we implement an automatic classifier, ACIRD Classifier, to clssify newly collected
Internet objects. For each object, the classifier assign one or more classes which, in the testing
phase, are compared with the classes assigned by human experts to evaluate the classification

accuracy. Based on a series of experiments and analyses, it can be observed that Know; is effective

to support automatic classification of the Internet documents.

Similarity Measurement
ACIRD Classifier uses the conventional similarity measurement, the cosine value of feature vectors
of document and class, defined in equation (6.1).

Y (sup, , * Mg, )

t incando

Jof, [,

of t; too, and mg, . ismembershipgradeof t, toc,i.e, sup: N (6.1)

sim(o,c) =

, Wheret; isacommontermof oand ¢, sup, , isthesupport

o[, = \/supjo + supfzp + ... isthenormof the object;

Ie|, = \/mgf + mg22 + ... isthenorm of theclass.

Since the concept of class is generally imprecise, the class assignment of an object cannot be
exactly “true” or “false”. It is also impractical to categorize an object to one class only while an
object may is conceptually relative to several classes. Therefore, for an input object, ACIRD
Classifier gives the best N classes that are closest to the intension of the object. The classification
accuracy is estimated by the criterion that if the target class of atesting object islocated in the set of
best N matched classes.
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Experiment Results

At the time we perform this experiment, there are totally 512 classes in L,z With 386 most

specific classes. (i.e. the leave nodes of the class hierarchy). Yam provides 9,778 training objects

and 8,855 testing objects, which have been manually classified to the classes in L,yg,. The
training set and the testing set are digoint. Before the learning process, ten human experts extract

the keywords from each class as the classification knowledge benchmark, denoted asKnow!' . The
learning and testing processes run on Know!, Know,, and Know,, which are marked as “10
Users’, “With PTS’, and “Without PTS”, respectively, in Fig. 8. The result shows that Know, has

the quality in par with the manually extracted classification knowledge Know! in terms of the

accuracy of class assignment of objects.
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Top2 Top3 Top4 Top5 Top6 Top7 Top®

Threshold (Top N): The target class is in the best N matched classes (N = 1, 2, -+, 10)

Top9 Topl0

Fig. 8. The classification accuracy of 8855 testing objects based on exact class match.
However, the classification accuracy of al the three cases is not high enough. By analyzing the
training and testing sets, we found that there are not sufficient training objects in many classes, and
some training/testing objects contains very few keywords because they are non-text pages or link-
only pages. Thus, we design another experiment to circumvent the situation. The same testing

process is performed based on the 12 most general classes® of Yam, and the resulting classification

accuracy is shown in Fig. 9. The “Top 1” accuracy of Know, isincreased from 0.139 in Fig. 8 to

® In http://taiwan.iis.sinica.edu.tw/en/yam/, users can see the 12 most general categorizes of Yam: “Arts’, “Humanities”,
“Social Sciences’, “Society and Culture”, “Natural Sciences’, “Computer and Internet”, “Health”, “News and
Information”, “Education”, “Government and State”, “Companies’, and “Entertainment and Recreation”.
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0.595. The increase is due to sufficient training objects in the most general classes, and the total
number of testing classesis reduced from 512 to 12 so that the noise level is also reduced.
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Fig. 9. The classification accuracy of 8855 testing objects based on 12 most general classes.

The numbers of objects and keywords of the twelve most general classes are shown in Table 2. As
we can observe, the distribution of the numbers is skewed, and some classes still suffer from the
problem of insufficient training objects and keywords. Thus, we perform another experiments on
classes with sufficient training objects and keywords only. In the experiment, every tested class has
at least 40 training objects. The total tested classes are reduced from 512 to 48 in contrast with the
experiment shown in Fig. 8. Since there are sufficient training objects in the classes, we call these
classes as well-trained classes and their refined classification knowledge as well-trained
classification knowledge. To evaluate the quality of well-trained classification knowledge, the
classification knowledge generated from the ten human experts is compared. The results in Fig. 10
shows that our learning model is capable of discovering more accurate classification knowledge
than that of human experts, if there are sufficient training objects in the classes. As shown in the
figure, the “Top N” classification accuracy is also dramatically increased while there are sufficient
training objects.

Table 2. The distribution of training objectsin Yam’s most general classes.

Cl ass Name hj ect s Keywor ds
Conpani es 2702 (27.88% 950 (22.83%
Ent ertai nnent and Recreation | 2577 (26.59% 1084 (26.05%
Conput er and | nter net 1199 (12.37% 471 (11.32%
Educati on 1169 (12.06% 589 (14.15%
Society and Cul ture 502 (5.18% 226 (5.43%
Government and State 384 (3.96% 241 (5.79%
News and | nformation 288 (2.97% 162 (3.89%
Heal t h 280 (2.89% 180 (4.32%
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Arts 223 (2.30% 115 (2.76%

Soci al Sci ence 208 (2.15% 92 (2.21%
Nat ural Science 106 (1.09% 44 (1.06%
Humani ti es 53 (0.55% 8 (0.19%
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Fig. 10. The classification accuracy of testing objects on the well-trained classification knowledge in comparison with
the knowledge generated by human experts.

7. Two-Phase Search Engine

Most current search engines return user queries with a list of ranked documents that is time
consuming and inconvenient for users to access the needed documents. In ACIRD, the system
provides two-phase search that allows users to perform class-level search and object-level search.
Utilizing the two-phase search, the user can associate his information needs to the classes in the
hierarchy, navigate the class hierarchy, find the interesting classes, and finally retrieve the
documents from the designated class. The above procedure can be carried out repeatedly until the

desired information is accessed. To determine the effectiveness of the two-phase search, it is critical

that the terms of user queries arein Know, so that the class-level search on  Know, can return the

desired classes. The conjecture “most query terms are in Know,” is further investigated by the

following analysis on the query log of Y am.

Analyses on the Query Log of Yam

In the experiment, we anayze the Internet search query from the log of Yam collected in October
1997, and extract terms from queries and count their frequency. By regarding each term as an
information need and its frequency as the reference count, we can discover information needs that
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users of Yam are interested in. There are 9644 terms, denoted by the set CT,,,,, with 648006
references. A series of tests on the distribution of keywords of Know, are performed to verify the
above conjecture. Each test has a different threshold to select keywords for Know;,, denoted by “Th

=x.X". If the keywordsin Know, are the same with thetermsin CT,,, their reference counts are

the reference counts of the terms; otherwise, the reference count of the keyword is 0. The
summation of the reference counts and the number of keywords of each test are shown in Table 3.
Regarding references and query terms of Yam's query log as the baseline, the recall rate and index
rate of each test are defined as:

Recall rate = references of the test / references of Y am query log.
Index rate = indexed terms of thetest / query terms of Y am query log.

For example, in the case “Th = 0" (i.e., no keyword is eliminated), indexed keywords cover 96.92%
information needs (the recall rate) with about doubled index size of query terms (the index rate).
However, when “Th = 0.5”, it covers 69.89% information needs with about 30.91% index size. In
practical, it is an acceptable compromise. From the experiments, it can indicate that two-phase
search is capable to shrink the searching domain with little information loss and can be applied as

an efficient search engine.

Table 3. The summation of reference counts (the recall rate) vs. the number of keywords (the index rate).

Based Line: Query Terms of Yam 648006 (100%) 9644 (100%)
Threshold to Filter Out Keywordsin |References of Information Number of Keywords
Refined Classification Knowledge  |Needs (Recall Rate) (Index Rate)
Th=0.0 628065 (96.92%) 18076 (187.43%)
Th=0.1 477906 (73.75%) 3775 (39.14%)
Th=0.2 470277 (72.57%) 3446 (35.73%)
Th=0.3 465396 (71.82%) 3260 (33.8%)
Th=04 458468 (70.75%) 3090 (32.04%)
Th=05 452897 (69.89%) 2981 (30.91%)
Th=06 440661 (68%) 2723 (28.24%)
Th=07 421649 (65.07%) 2498 (25.9%)
Th=08 404615 (62.44%) 2277 (23.61%)
Th=09 389439 (60.1%) 2015 (20.89%)
Th=1.0 378249 (58.37%) 1905 (19.75%)

Two-Phase Sear ch Algorithm

Based on the above analysis, it isworth to perform class-level search in the first phase to shrink the
search domain. The first-phase search is capable of satisfying most queries efficiently and returns
with structured presentation. The conventional searching approach, i.e. search all objects in the

object-level search, is also implemented as an “escape”’ for users. After quickly reviewing the result
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of class-level search, the user can navigate down the class hierarchy or choose object-level searchin

some class. The algorithm of Two-Phase Search is described in the following, and the data flow

diagramisshowninFig. 11.

Two-Phase Search Algorithm

1.

Process query string: Parsing the query string into a sequence of keywords indicated by
keyword ID (KID).
Class-Level Search: Retrieving classes (CID) associated to the KID, calculating each class's

relevance score, and sorting CID’s by the scores in descending order. Presenting the result in
HTML format.

Object-Level Search in a class. Retrieving objects, in the selected class, associated to the KID,
calculating each object’s relevance score, and sorting OID’ s by the scores in descending order.
Presenting the result in HTML format.

If Two-Phase Search was unable to find the desired information, then the user can chose the
conventional search approach to search all objects.

Search all objects: Retrieving al objects associated to the KID, calculating each object’s
relevance score, and sorting OID by MG in decreasing order. Presenting the result in HTML

format.
A Bequence of
St‘fg Parse Query Keywards: Class Level
Keyword (KID) Search
Mat Found in the class Ranked Classes
that match with
the quety: (CID, M3)

Ohject-Level Class User selects the
Search gelagch. desired search
Mot Found Conventional

in the class Search

Search All
Objects

Fig. 11. Dataflow diagram of Two-Phase Search algorithm.
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Examples of Two-Phase Search Engine

Users can search desired objects from ACIRD’ by giving their query strings. For example, in Fig.

12, the user selects the query mode “Two-Phase Search” and gives the query “interesting technical
magazine’.

etoape
Communicator  Help

- 4 2 £ S
i Back Fooyerd[ Reload  Home  Search  Guidl P
E 7 Bookmerks  f Location: [TEE

File Edit Yiew Go

ACIRD: Search Engine
Search Classes/Objects (ErE B4

Query Mode (ﬁﬁﬁﬁ)' Two-Phage Search =

Querysm-ng_linteresting technical magazine| Go

The time here 15 1998/5/13 AM 11:40:38
Your browser 15 Mozilla4.0 [en] (WinlT; I)

=il |Document: Done

Fig. 12. Two-Phase Search in ACIRD (Query Interface).
The result of the query is shown in Fig. 13, which contains the following information. “Rank”
indicates the ranking order of the matched classes. “Refined Search in Class’ presents the class
name that user can resume the same query on the class objects. “Object In Class’ shows two links,
“All” and “Direct”. The former, shown in Fig. 14, lists all objects in the class (including objects of

its subclasses); the latter, shown in Fig. 15, lists the class's direct objects. “MG (membership

grade)” indicates the normalized relevance score. “Keywords’ links to the keywords of Know, .

The page in Fig. 13 shows 8 matched classes, and the user can press the link in the bottom of the

page to perform the conventional search on all objects, if no classes are interesting to the user.

o
Fie Edit ¥iew Go Communicatr Help
T T T

Total Matched Classes: 8 (3/8 ) in 0 ms

Rank [Refined Search In Class [Objects In Class [MG  [Keywords
1 Technical Arts All| Direct Ohjects (100 %%

(Technical sts lfll | Direct Objecs | e
2 Technical Journals All| Direct Ohjects (100 %%

(Technical Journals lfll | Direct Objects | B
3 Hua-Fan Humanity School All| Direct Ohjects {100 %

Hua-Fan Humanity School All| Direct Objects | .
4 Journals & Magazines All| Direct Ohjects 100 %

Toumals & Magazines |All| Direct Objects | o
5 Mew Media Journal All| Direct Ohjects {100 %

[Hew Media Journal |fll | Direct Objects | [t
[ [hotor Magarine [l | Direct Objects [100%  [®Ee
7 [Computer Journals & WMagarines  |4ll | Direct Objects [100%  [ME4
3 [Refresher and Advance Education [All | Direct Objects [43.93 ¥ [ME6

Search All Objects

=il | Document: Dons

& aw 2|

Fig. 13. Two-Phase Search in ACIRD (Query Result: Matched Classes).

" The current version of ACIRD (http://Y amNG.iis.sinica.edu.tw/Acird/class.htm) provides Chinese interface only. The
figures shown in this example are the English trandlations.
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= st A ot in

FEile Edit View Go Communicator Help

: cxmmar

List All Objects in Technical Journals: 94 { 15 /94 ) in 0 ms
|Object Title ‘Latest Date ‘Stams ‘Text Size |Cache
[l [Computer News - Internet News [1997/8/7 PML D1:1606 [OK [353 [573 bteny
[ [rnfoKids [1997/8/6 AM 015426 [OK [s33 1287 1t
3 |ITRI Industry Mechanical Institute 1997/9/21 AM 10:11:43 Timeout 0 1492 htm
4 |ITREI mdustry Material Institute - Patent Cartogram Service Center 19977921 AL 10:15.00 Tineout 0 1493 htm
5 |ITRI Energy & Resources Lahoratories 1997/9/21 AM 10:16:33 |Timeout 0 1494 . htm
|6 [Taiwan Environment Information Searcling Systen [1997/3/5 PML 03:12:25 [OK 133 [1495.htm
[7 [ITRI Warkshop Billaard [1997/8/5 PM 04:16:57 [OK [3087  [1496.htm
[ [ITRI Electrordc Industry LaboratoryMicrowave Technology Devision [1997/8/5 PBl 03:0101 [OK 641 1487 bt
[s [mstrurnent Ré&D Division Physiological Monitoring Systern Development Dept, [TRI [1997/8/5 PM 11:54:55 [OK [ 1488 bt
[10[ITRI Chemucal Industry Laboratory [1997/8/6 AM 12:5343 [OK [2389  [149%.tm
11 |ITRI Energy and Resources Laboratory 1997/8/8 PM 12:59:37 0K 1462 1500.htm
12 [[TRI Billhoard 1997/%/21 AM 10:10:30 [Fortudden Dir [0 1501.htm
13 [[TRIL 1997/3/7 PM 11:0203 [OK 3446 1502.htm
[14 [ITRI Today [1997//7 PM 11:0203 [OK 4931 [1503.htm
[15 [ITRI Introduction to 3C [1997/2/7 PM 11:02:04 [OK o7 [1504.htm
Mext|
|11 161 31 46 1) 76] 21
= |Document: Done

Fig. 14. Two-Phase Search in ACIRD (Query Result: List all objects under a class).

Fle Edit View Go Communicstor Help
T T
List Direct Ohjects in Technical Journals: 11 { 11 /11 ) in § ms
|Objeu:t Title |Latest Date |Suitus |Text Size ‘Cathe
[t |Advanced Technolozy Journal(SuperTag)  [1997/8/7 PM 01:2852 [OK [tog0 [1986.htm
[z [advanced Technology Mazazne(UNALIS) [1997/9/21 AM 10.05.40 [Forbidden Dur [0 [1995.hirm
[3" [CAD and Automation Magazine [19978i6 &M 01:54:22 [OK [7s8 4466 htrn
|4 [Wew Electronic Technolopy Magazine  |1397/8/6 AM 01:54:25 [OK [1633 [4467htm
’? Tatwan Architecture Magazine 1997/8/6 AM 02:36:18 |OK 4743 44463 htn
E Electronic Technology Magazne 1997/9/21 AM 10:10:22 |File Mot Found |0 4469 htm
F Mechanical Technology Journal 1997/9/21 AM 10:10:23 |File Not Found |0 4470.htrm
g [Mechanical Magazine [1987/8/8 PM D1:59:38 [0K 337 [447Lhtm
’97 Electronic Industry Weeldy,” EE Times 1897/9/21 AM 10:10:38 |File Mot Found |0 4472 htm
m High Speed Computation World 1997/8/7 PM 06:14:57  |OK 1591 4473.htm
[11 [Beientific Mackincs Joumnal 1997/3/7 PM 043032 [OK 2920 4474.htm
=l |Document: Done

Fig.15. Two-Phase Search in ACIRD (Query Result: List direct objects of aclass).
If the user focuses on the class “Technical Journal” and clicks on it to perform object-level search,
the search result will be refined and shown in Fig. 16. “In Class’ presents one or several classes that
contain the object. It can be clicked to list all objectsin the class. “Object Title” shows the object’s
content in <TITLE>, which is linked to the physical page on the Internet. “Latest Date” indicates
the latest date that the Internet robot visited the page. “ Status’ shows the status of the latest visit.
“Text Size” is the file length of the object’'s HTML source without counting non-text media. The

user can quickly preview the page by clicking on the link in the column “Cache’.
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Edit ¥iew Go Communicatr Help

Total Matched Objects in Techmical Journals: 39 ( 15 /39 ) in 100 ms

[Rank [In Classes [Object Title MG [Latest Date [status Text Size [Cache

1 Publishine \Adwance Technical Magazine(TTMALIS) 100 %  |[1997/9/21 AM 10:0840 |Forhidden Dir |0 1895 htm
Technical Tournals

2 Technical Tournals New Electromc Magazine 36.36 % [19978/6 AM D1:5425 |OK 1633 4467 htrn

3 Puhlishing dvanced Technology Magamne(SuperTag) |83.33 % |19978/7 PM 01:28:52  |OK 1080 1886.htm
Technical Journals

[¢  [Computer Journals & Magazines [0°and 1 BYTE Technical Journal [75% [199%/8/6 &AM 015416 [OK [10s2 [7072.htm
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If the user presses the link to perform “Search All Objects’, the result is shown in Fig. 17. There are

totally 746 relevant objects in this example. In comparison with 8 relevant classes of class-level

Fig.16. Two-Phase Searchin ACIRD (Query Result: Search Objectsin Specific Classes).

search, it isinfeasible to visit and find information from alarge number of links.
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Fig. 17. Two-Phase Search in ACIRD (Query Result: Search All Objects).
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8. Conclusions and Future Work

In this paper, we shows that machine learning and data mining techniques can be applied to learn
and refine classification knowledge. Based on the knowledge, automatic classification is able to
automatically classify the Internet documents to classes in a class hierarchy. According to the
analysis of the query log of Yam, we show that the knowledge can be the meta-index to shrink the
searching domain. The index is used to retrieve classes containing potentially desired documents
efficiently. The result of class-level search can be presented in a comprehensible view of concepts.
Users can associate the queries to the presented classes and perform object-level search in the
classes to get their desired documents. In this way, the system helps users from visiting and finding
information from alarge number of ranked documents.

In the future, the learning model must be extended to the incremental learning model to cope with
dynamic changes of the Internet. In addition, the classification accuracy of the learning methods and
the classifier still has room for improvement. There are also some issues for further study. For
example, extending the research of mining term associations in classes to automatic construction of
the thesaurus, which is corresponding to the semantics of terms in the specific domain. Also, by
analyzing the query log of Y am, the system can learn and extract new terms that can not be found in
thesauruses, such as“MP3", “1CQ”, “CGlI”, etc. to extend the term-base of ACIRD.
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