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Abstract

In this paper� a learnable neuro�fuzzy controller is proposed for on�line implementing a decoupling
control action for uncertain composite a�ne nonlinear plants to track a prescribed trajectory� In
structure� the controller is composed of decentralized fuzzy systems with embedded two�stages rule
credit assignment mechanism cascaded with an interconnections compensating associative memory
network and a nonsingularity supervisor� In analytical form� the controller can be parametrized by a
set of linear parameters� which represent a combination of of the credits of rules� locations and shape
factors of membership functions� The parameters are tuned by a deadzone adaptation algorithm to
compensate for uncertainties� It is shown that the incorporation of deadzone in controller guarantees
the stability of adaptation in the neuro�fuzzy system and moreover� a given level of attenuation for
tracking error in the presence of unknown but bounded interconnections and disturbances� Sim�
ulation results of SISO plant� an inverted pendulum� and MIMO plant� a two�link planar robot
manipulator� are given to demonstrate the e�ectiveness and robustness of the neuro�fuzzy controller
for output tracking in composite nonlinear systems�

Keywords� neuro�fuzzy systems� tracking� nonlinear systems

� Introduction

In the development of control systems design� there is a major need to build the controllers which
are capable of incorporating experts knowledge and containing enough intelligence to perform ac�
curacy tasks in uncertain environments� This requires design of controllers whose architectures and
consequent control e�orts in response to plant outputs and external commands are related to or
resulted from experience� that is� the observed input�output behavior of the plant� rather than by
reference to a mathematical model�based description of the plant� The controller is then a so�called
intelligent controller 	
��

One emerging methodology in intelligent controllers design is the use of fuzzy logic 	��� 	�� mostly
due to the fact that fuzzy methods provide an e�cient way to cope with uncertainties and to encode
and approximate numerical functions� This methodology has received more recognition recently
and there have been a number of successful applications of fuzzy methods to a wide variety of
practical problems� For example� industrial process control 	��� 	��� robot control 	�� and automobile
transmission control 	���

However� the majority of fuzzy systems developed so far are static and are designed in an it�
erative open�loop fashion� Usually� the designer speci�es a fuzzy rule base� and then enters an
evaluation�editing design loop 	��� Both the performance measures and adaptation strategies are
subjective� In addition� if the plant dynamics and the environment change� then the performance
of well�designed fuzzy systems will degrade� Therefore� developing automatic learning algorithm is
needed for on�line adjusting the rule bases of fuzzy systems in response to variations of operating
conditions�

On the other hand� in view of the promising capabilities of neural networks in learning� adaptation�
fault tolerance� parallelism and generalization� e�orts have been made to integrate the fuzzy logic
and neural networks into a uni�ed framework of neuro�fuzzy systems 	�� � 	
��� By combining the
advantages of neural networks and fuzzy systems� neuro�fuzzy systems can be more e�ective in
applications� when compared to either neural networks or fuzzy systems� Some researches have
focused on implementing fuzzy systems on a neural network architecture� The layers of the neural
networks perform the fuzzi�cation and defuzzi�cation on crisp input�output data and other functions
of fuzzy systems� For example� neural�network�based fuzzy logic control and decision systems 	
��
adaptive�network�based fuzzy inference systems 	
��� adaptive fuzzy systems 	
��� compensatory
neurofuzzy systems with adaptive fuzzy reasoning 	
��� The approach is that if prior knowledge in






the form of fuzzy rules can be incorporated to develop a neural network in advance� then the initial
performance of the network is improved and requires less training time�

Since the neural networks and fuzzy models are weighted superpositions of nonlinear functions�
such as radial basis functions and fuzzy basis functions� they have been applied to systems control
to implement on�line approximation of the numerical functions describing the model of the plant
dynamics or the controller 	
��� 	
�� �	
���

Though the integrations of neural networks and fuzzy logic have helped in accessing and exploiting
better their respective advantages� there are concerns about the stability and performance analysis
of the fuzzy neural or neuro�fuzzy systems� If the mathematical model of the plant is known� the
stability of fuzzy control systems can be analyzed by using� e�g� the �Circle Criterion� 	
��� the
�Energetistic Stability� 	���� the �Expert Lyapunov Function� 	�
�� and the �Nyquist Stability�
	���� On the other hand� if the plant model structure is known� then a Lyapunov stability analysis
of the system can be done 	
��� 	
��� 	
��� For example� 	
��� 	
�� applied fuzzy methods where fuzzy
rules can be incorporated and extracted in the adaptive fuzzy controller with guaranteed stability�

This paper studies the output tracking control problem in interconnected a�ne nonlinear systems�
As regards the output tracking problem of uncertain nonlinear systems� there have been many de�
signs of tracking controllers in the literature using basically the feedback linearization technique in
nonlinear control theory 	��� To mention some among others� there are � robust controller 	���� vari�
able structure controller 	��� and adaptive controller 	���� More recently� the neural networks with
radial basis functions is combined with adaptive techniques is used to learn approximate feedback
linearizing control action by on�line tuning the parameters of neural networks 	
��� 	���� 	���� Here�
we present a neuro�fuzzy approach for synthesizing decoupling control law from sets of input�output
membership functions� An adaptive fuzzy controller composed of decentralized fuzzy systems with
embedded two�stages rule credit assignment mechanism� cascaded with the interconnections com�
pensating associative memory network� along with its network structure is proposed to realize a kind
of decoupling control action for achieving output tracking in composite a�ne nonlinear systems�

In Section �� the output tracking problem for composite a�ne nonlinear systems is formulated� In
Section � the approximate reasoning fuzzy system embedded with two�stages rule credit assignment
mechanism is presented� In Section �� the components of the fuzzy controller together with its
analytical form and its mapping to a four�layer network structure are given� In Section �� a deadzone
adaptation algorithm for controller parameters is derived to ensure robustness to approximation
errors� The stability and tracking performance of the fuzzy system tuned by deadzone adaptation
algorithm is analyzed in Section �� In Section �� the simulations of the inverted pendulum and a
two�link robot carrying a heavy load are performed to illustrate the e�ectiveness and robustness of
the controller in output tracking problem� Finally� conclusions are made in Section ��

� The Output Tracking Problem

We begin our study by de�ning the class of plants under consideration� Consider a composite a�ne
nonlinear system which is composed of n interconnected subsystems� Each subsystem is an SISO
a�ne nonlinear system in a companion form�

y
�p�
i � fi�x� t� �

nX
j��

gij�x�uj � vi�x� t� �
�

�z � h�z�x� ���

where x � 	x�� x�� � � � � xn�
T � xi � 	yi� �yi� � � � � y

�p���
i �T � yi � R� i � 
� � � � � n� p is an integer� z is a

vector of appropriate dimension� fi� gij are bounded nonlinear functions of the state x� vi is unknown
but bounded interconnection�

�



�
� can be rewritten compactly as

y�p� � f�x� t� �G�x�u� v�x� t� ��

where

y � 	y�� � � � � yn�
T �

f�x� t� � 	f��x� t�� � � � � fn�x� t��
T �

G�x� �

�
��
g���x� � � � g�n�x�

���
� � �

���
gn��x� � � � gnn�x�

�
�� �

u � 	u�� � � � � un�
T �

v�x� t� � 	v��x� t�� � � � � vn�x� t��
T �

���

and u� x and z� y represent� respectively� the input� the observable and unobservable state� the
output of the composite system ������� The matrix G is called the decoupling matrix while the
dynamics ��� is called the unobservable dynamics of the system 	��� Throughout this paper� we
assume the system �� is decouplable� i�e� G is nonsingular� and the internal dynamics ��� is
bounded�input bounded�state �BIBS� stable� i�e� for bounded x the dynamics ��� is bounded�

Given a desired trajectory yd�t� � Rn and let ei � �yi � yid� �yi � �yid� � � � � y
�p���
i � y

�p���
id �T and

e � �e�� � � � � en�
T denote the tracking error of the ith subsystem and the composite system� Then

the tracking control problem for system �� is to design a controller such that an acceptable tracking
performance can be achieved �e�g�� e is attenuated to a given level of accuracy� while stability is
guaranteed� For the cases that the plant dynamics is completely known a priori� or bounds and
properties of the functions fi��� t�� vi��� t�� and matrix G��� are available� the controllers such as
PID� variable structure controller or adaptive and robust controllers have beem developed and could
achieve satisfactory tracking performance� However� for the class of plants we investigate here� the
subsystem dynamics and the interconnections among the subsystems are unknown� the tracking
problem requires a controller with learning capabilities�

In what follows our aim is thus to construct an adaptive fuzzy controller which could on�line
learn the decoupling control for stable tracking in the composite a�ne nonlinear systems� Since the
internal dynamics is assumed BIBS stable� it is omitted in the following �

� Fuzzy System with Two�Stages Rule Credit Assignments

As a preliminary� this section introduces basic concepts of fuzzy systems� In general� a reasoning�
based fuzzy system is composed of four principal components�the fuzzi�er� the if�then rule base�
the approximate reasoning engine� and the defuzzi�er 	���� 	��� In this paper� we modify the
approximate reasoning engine by rewarding or punishing the rules using the technique of credit
assignments� The resulting system is designated as by Fuzzy System with adjustable Rule Credit
Assignment �FS�RCA�� The con�guration of the FS�RCA is shown in Fig� 
� with more details of
its diagrammatic representation shown in Fig� ��

The approximate reasoning engine� as shown in Fig� �� processes the input knowledge according
to the following four stages� �i� rule matching stage� This stage computes the matching degrees
�or �ring strength	
��� between the current fuzzy input and the antecedent part of each rule� �ii�
fuzzy implication stage� This stage determines the corresponding output action �recommendation�
of each rule which was adjusted by the �stage I� rule credit assignment� and further �iii� modi�es
each recommendation by giving a credit in the �stage II� rule credit assignment� �iv�Finally� the
system combines all the recommendations with di�erent matching degrees into output fuzzy sets�

Let s � �s�� � � � � sn�
T represents the input �e or x� of the fuzzy system� The jth rule in the ith

knowledge rule base� Rs�i �Re�i or Rx�i�� for the ith subsystem is de�ned by a set of linguistic rules





Figure 
� Fuzzy System with Two�Stages Rule Credit Assignment

Figure �� Diagrammatic representation of FS�RCA

of the following type�

Rj
s�i � IF s� is A

j
i�� AND � � �AND sn is A

j
i�n

THEN ui is B
j
i ���

where Aj
i�k is reference antecedent fuzzy set of sk� and Bj

i is reference consequent fuzzy set of
the outputs of the fuzzy system� This set of fuzzy if�then rules forms a control rule base whose
antecedent parts are related to the measurement and whose consequent parts determine the control
action� The quality of control action is inferred by a fuzzy inference engine and is evaluated by the
credit assignments mechanism� as shown in Fig� 
�

For the simplicity of presentation� we consider an FS�RCA with single input only� The extension

�



to multi�input case is presented in next section� Now� we describe each phase of the fuzzy information
processing in Fig� ��

A� Rule Matching and Fuzzy Implication Phases
There are many di�erent kinds of fuzzy logic which may be used in a fuzzy inference machine 	
���

	
� � 	�� Let A��s� denote an arbitrary fuzzy set input to the fuzzy system� By fuzzy implication
inference� the corresponding output action �recommendation� of each rule Rj

s determines a fuzzy
set in the output space U based on the generalized modus ponens 	��� 	���

jth rule� Rj
s� IF s� is A

j
� AND � � �AND sn is A

j
n

THEN u is Bj

Input of FS�RCA� s is A�

Corresponding recommendation� u is A� �Rj
s

A��s� �Rj
s�s� u� � Sup

u�U

h
A��s� � I�Aj�s�� �Bj�u��

i
� ���

where Aj�s� � Aj
��s�� � � � � �A

j
n�sn� denotes the matching degree� � is the T�norm 	
��� I the impli�

cation function �such as min�operation� product�operation� arithmetic 	
��� 	��� mean�of�maximum
	�� local mean�of�maximum implications 	
��� Note that �Bj�u� denotes a reshaped consequent
fuzzy set of Bj�u� in the original rule base ��� after stage I rule credit assignment�

B� Two�Stages Credit Assignment Phase
However� there are situations that inappropriate rules get high matching degrees in the antecedent

part� and the the performance of fuzzy system will degrade� To overcome the problem� the stage
II rule credit assignment is introduced at the output fuzzy sets to enhance the performance of the
approximate reasoning engine�

In summary� there are two rule credit assignment stages introduced in the fuzzy system� At stage
I� we reshape the consequent fuzzy sets in the original if�then rule base� Basically� the use of credit
assignment in stage I is to reward �or punish� a rule by increasing �or decreasing� the certainty of
its consequent fuzzy set before using the rule base� The concept of credit assignment is shown in
Fig� �

Figure � The stage I rule credit assignment� �a� reward and �b� punish rules

The stage II credit assignment is imposed on the fuzzy output where we have determined the
corresponding output action of each rule� Here� we re�ne them by giving a credit� �j � to the jth
rule� then the output fuzzy set becomes�

�j �A��s� �Rj
s�s� u� ���

where ��� is the multiplication operation�

�



C� Defuzzi�cation Phase
The crisp output u� generated by the fuzzy system is obtained by defuzzi�cation of output fuzzy

set� which is obtained from the combination of the recommendation of each rule� De�ne the overall
output fuzzy set F inferred by the fuzzy system as follows�

F �u� �
�
j

�j �A��s� �Rj
s�s� u� ���

where
S

denotes the T�conorm 	��� Some of the commonly used defuzzi�cation methods are de�ned
in terms of F�u��

a� Center of Area�

uCOA� � defuzz�F �u�� �

R
F �u�uduR
F �u�du

���

b� Center Average 	
���

uCA� �

P
j �

j �A��s� �Rj
s�s� �u

j� � �ujP
j �

j �A��s� �Rj
s�s� �u

j�
�
��

where �uj is the point in U at which A��s� �Rj
s�s� u� achieves its maximum value�

c� Max�Criteria�
uMC
� � u� such that F �u� is the maximum� �

�

� The Fuzzy Controller

By combining the approximate reasoning engine described in Section � a fuzzy controller that could
on�line implement decoupling control law for composite nonlinear systems �� is constructed� As
will become clear later� the construction of the fuzzy controller is a deterministic nonlinear system�
thus allowing the analysis to be carried out for performance evaluation� This is in contrast to the
constructions of 	�� and 	�� whose linguistic constructs prevent an analytic evaluation�

Figure �� Components of the proposed controller

As shown in Fig��� the proposed controller is composed of �a�decentralized FS�RCAs� �b�an
interconnections compensating associative memory network for counteracting the unknown inter�
connections among the subsystems and �c�a nonsingularity supervisor for monitoring the feasibility
of cascading the components �a� and �b�� The aim of this fuzzy system is to on�line compute an
approximately decoupling control action to achieve nearly decoupled trajectory tracking behavior
for each subsystem�

�



��� Analytical Form of FS�RCA

First� consider the multi�input�single�output FS�RCA presented in previous section� For derivation
of fuzzy control as a kind of decoupling control law� we construct a class of fuzzy system by specifying
its four components� This class is that the following assumptions hold�

A
 Membership Function� Let the fuzzy sets Aj
�� A

j
�� � � �� A

j
n and Bj in the rule base be in LR

parametrization� or

Aj
k�sk� �

	

�

L
�
�cjs�k � sk��a

j
L�s


� if sk � cjs�k

R
�
�sk � cjs�k��a

j
R�s


� if sk � cjs�k� sk � Sk� k � 
� � � � � n

�
��

or

Bj�u� �

	

�

L
�
�cju � u��ajL�u


� if u � cju

R
�
�u� cju��a

j
R�u


� if u � cju� u � U

�
�

where cjs�k�or c
j
u�� a

j
L�s� a

j
R�s �or ajL�u� a

j
R�u�� denote� respectively� the center� left spread� and

right spread of membership function Aj
k �or Bj��

Typical L �or R� functions� de�ned in terms of some generic argument x� are

L�x��orR�x�� �

	��

���

max��� 
� jxjb�� TY PE I or
exp��jxjb�� TY PE II or
�
 � jxjb���� TY PE III or
a�x

� � a�x
� � a�x� a�� TY PE IV

�
��

where b � � controls the curvature� This paper uses TYPE III LR parametrization as mem�
bership functions�

A� Fuzzi�er� The fuzzi�er maps a crisp input s �s� ��s���� � � �s
�
n�

T� S to a fuzzy set A��s� in
S� In this paper� we use the singleton fuzzi�er� i�e�� A��s� � 
 for sk � s�k and A��s� � ��
otherwise� k � 
�� � � �n� where s�k is the support of the singleton fuzzy set�

A Fuzzy Implication� This paper adopts the local mean�of�maximum �LMOM� 	
� method as
the implication method in the fuzzy system� Then the operation of implication in ��� can be
written explicitly as

I�Aj�s�� �Bj� �

�
Aj�s�� for u � �cju

�� otherwise
�
��

where �cju denotes the location of the singleton implication fuzzy set� It is de�ned by �see Fig�
��

�cju � the centroid of the set fu � �Bj�u� � Aj
��s�� � � � � �A

j
n�sn�g �
��

A� T�norm� We assume that the operation ��� is the �algebraic� product�

A� Defuzzi�cation� In this paper� the center�average defuzzi�cation method 	
�� is used to map
the fuzzy set F �u� in U to a crisp point u� given by �
���

Then under the assumptions A�� A� and A�� for input s � s�� ��� can be written as

A��s�� �Rj
s�s

�� u� � Sup
u�U

h
A� � I�Aj�s��� �Bj�u��

i
�
��

� I�Aj�s��� �Bj�u��

�

�
Aj�s��� for u � �cju

�� otherwise

�



Figure �� The modi�ed local mean�of�maximum implication method

where we denote Aj�s�� as matching degree corresponding to the numerical input s��
Thus after defuzzi�cation by the center�average method �
��� for input s�� the output of the

FS�RCA becomes

u��t� �

P
j �

j �Aj�s�� � �cjuP
j �

j �Aj�s��
�
��

This is the output of fuzzy system�
Next� by imposing further assumptions of each phase in the FS�RCA� �
�� will be in the form of

feedback linearizing control law or decoupling control law�

	 Membership Function� For the derivation of analytical form of the fuzzy controller as a de�
coupling control� two types of antecedent fuzzy sets are used� For s � x� Aj

k is the Gaussian
membership function

Aj
k�xk� � exp���xk � cjs�k�

�� �
��

For s � e� a class of bell�shape functions is chosen with

Ak�ek� � �Ak�ek� � 
 ����

for two arbitrary neighboring membership functions Ak�ek� and �Ak�ek�� It is reasonable and
can be achieved by the LR parametrization using an appropriate pair of ajL�s and ajR�s� With
this choice� one can show the Fact 
�

Fact � Let the membership functions Aj
k	 k � 
� � � � � n of rule base Rj

e	 j � 
� � � � � N be chosen
such that 
��� hold� Then we have

XN

j��
Aj�e� � 
 ��
�

where N is the number of rules in Rj
e	 A

j�e� � Aj
��e�� � � �A

j
n�en��

Proof� see Appendix A� Q�E�D

	 Rule Credit Assignment 
Stage I�� After stage I rule credit assignment� the consequent mem�
bership function becomes

�Bj�u� �

	�

��
�

 � �

cju�u

�ja
j

L

�b
j

L

��
� if u � cju�


 � �
u�cju
�ja

j

R

�b
j

R

��
� if u � cju

����

�



where cju� a
j
R� a

j
L are called� respectively� the center �where �Bj�u� achieves its maximum �one���

right and left spread of Bj membership function� �j is the credit� Note that reducing �or
increasing� �j makes the de�nition of the linguistic term represented by �Bj�u� more precise
�or broader��

	 Rule Matching Phase� The rule matching degree is calculated as  gji �s� � A
j
i �s� for ith rule in

jth rule base Rj
s�

	 Fuzzy Implication Phase�This phase computes the location �cju of a singleton implication fuzzy
set� For Rj

x� using A� and ���� with bjL � bjR � �� we have �see Appendix B�

�cju�i � cju�i � �jiia
j
LR

q
�Aj

i �x��
�� � 
 ���

where ajLR � �ajL�ajR��� is the di�erence of left and right spread of fuzzy membership function
Aj �
� On the other hand� suppose Re�j is chosen to be of Takagi� Sugeno type and its consequent
membership function Bj is singleton with support in the form of synthesis input

cju � y
�p�
d ��jT e ����

where �j � ��j�� � � � � �
j
n�

T � This paper chooses membership functions with ajLR � � and all
credits equal to one for error rule base� By this speci�cation� we have

�cju � cju

�

	 Defuzzi�cation phase� Let�j � a for all j and choose �j � 
��j Q � Block diag�Q�� � � � � Qn���
i�e� the credits in stage I and II are assigned simultaneously� By the use of ��
�� ���� �����
the equation �
�� resolves into �for details� see Appendix C�

u��t� �

Pm
j�� �

j �Aj�x� � �cju �
PN

j��A
j�e� � �cjuPm

j�� �
j �Aj�x� �

PN
j��A

j�e�

�
���ca�

T  f ��x� � y
�p�
d � ae

�T  g��x� � 

����

where m is the number of rules in Rx� �
�ca� � ���c�u�� � �� �

mcmu � a�LR� � � �� a
m
LR�

T �  f � �

��A�� � � ���Am�  f�LR� � � ��
 fmLR�

T �  f jLR�A
j
q
�Aj��� � 
� and  g�� � are vectors composed�

respectively� of Aj and �j �

��� The Mapping of Fuzzy Tracking Controller into Layered Network

Structure

In this section� the integration of �a� the decentralized FS�RCAs� �b� the interconnections compen�
sating associative memory network� and �c� the nonsingularity supervisor as a fuzzy controller is
described�

	 The decentralized FS�RCAs

In view of the defuzzi�cation formula ����� the defuzzi�cation of the decentralized FS�RCAs
can be de�ned as

u��t� �  D
��

�x�!����
�
 f �x�!�ca�� � r�e� t�


����

�



where

 D�x�!���� �

�
��
�T
�� g���x� � 
 � � � �

���
� � �

���
� � � � �T

nn g�n�x� � 


�
�� �

 f�x�!�ca�� �

�
���
��

�ca�T

�
 f ���x�
���

���ca�
T

n
 f �n�x�

�
��� � r�e� t� �

�
���
y
�p�
�d ��T

� e�
���

y
�p�
nd ��T

nen

�
��� �

����

with !������
���
� � � � � �����n �T � �

���
i ���i�� � � � ��in�

T � �ir����ij � � � � � �
m
ij �

T �  g�i�� g
�
�i� � � � �  g

m
�i�

T �

!�ca����
�ca�
� � � � � � ��ca�n �T � �

�ca�
i ����iic

�
u� � � � � �

m
ii c

m
u � a

�
LR�i� � � � � a

m
LR�i�

T �  f �i���A
�
i � � � � ��A

m
i �

 f�LR�i�

� � � �  fmLR�i�
T �  f jLR�i�A

j
i

q
�Aj

i �
�� � 
�

	 The Interconnections Compensating Associative Memory Network

To compensate the unknown interconnections among the subsystems and disturbances acting
on each subsystem to achieve decoupled tracking behavior� the interconnections compensating
associative memory network is cascaded with decentralized FS�RCAs� Basically� the intercon�
nections compensating associative memory network recombines the output of the decentralized
FS�RCAs� u�� into a new vector u� the control action� by the operator M de�ned as

u�t� �M�u�� � �In �W ��u�� ����

W � ��In �  C
��  D��� ����

where

 C�x�!���� �

�
����

� �T
�� g���x� � � � �T

�n g���x�
�T
�� g���x� � � � � �T

�n g���x�
���

���
� � �

���
�T
n� g�n�x� �T

n� g�n�x� � � � �

�
���� � ���

	 The Nonsingularity Supervisor
Since such a weight matrix W in ���� will likely be singular� the nonsingularity supervisor is
used to monitor the feasibility of cascading the decentralized fuzzy systems and the intercon�
nections compensating network� This is done via the function of nonsingularity supervisor by
slightly perturbing  C to another nonsingular  C during the whole control process�

Using ����� ����� ���� and applying the Matrix Inversion Lemma 	�� �A � BCD��� � A�� �
A��B�DA��B � C�����DA��� the defuzzi�ed output of the fuzzy controller resolves into

u�t� �
�
In � �In �  C

��  D���

 D
��
�
 f�x�!�ca�� � r�e� t�


�
�

�  G
��
�
 f �x�!�ca�� � r�e� t�


���

where  G �  C �  D� The invertibility of  G in ��� can be guaranteed by proper choices of controller
parameters �see Section ���

The fuzzy control processing can be adapted to a parallel neural network structure where each
node contains the knowlege of fuzzy membership functions and each connection represents a com�
bination of credits of a fuzzy rule� The mapped layered network consists of four layers� an input
layer� an output layer and two layers of nonlinear nodes� The nodes are interconnected layer by
layer� Each layer corresponds� respectively� to a substage shown in the fuzzy system of Fig� �� This
mapping is shown in Fig� �� This structure allows the input be fuzzi�ed�defuzzi�ed in a parallel
way by simultaneously matching membership functions encoded in the nodes� With the network
structure� the fuzzy controller has a total of four layers �


�



	 Layer � Each node denotes the input e or x to the fuzzy system�

	 Layer �� Each node calculates the rule matching degree  gji �s� � A
j
i �s��

	 Layer �� Each node in this layer obtains the singleton implication fuzzy set and computes its
location �cju�i by ��� and �����

	 Layer �� This layer contains n nodes� which calculate the decoupling control according to ����

Though the layered structure of the fuzzy controller is �xed� the connection strengths of the layers
can be adjustable� Our focus in the following section will be on the network weights learning rules�

Figure �� The network structure of the fuzzy controller

� Parameters Adaptation Algorithm

In this section� we present an adaptation algorithm for parameters of neuro�fuzzy system �Fig� ���
It is assumed that� given any uniform bounds 	f � 	g � there exist parameter vectors ���� � � � ��

�

n such
that the network approximation errors satisfy

maxx

���f�x� t��  f�x�!�ca���
��� � 	f �

maxx

���G�x��  G�x�!�����
��� � 	g �

��

However� the parameter vectors which ensure the above approximation accuracy are unknown and
must be on�line estimated� Consider the parameters update algorithm that works for each subsystem
in parallel

�
i � R��
i wib

T
i Piei ���







where Pi � P T
i � � is the solution of the following Riccati�like equation

PiAi �AT
i Pi �




��
Pibib

T
i Pi �Qi � � ���

with � � �� Qi � � and

Ri � Block diag �R
�c�
i � R

�a�
i � R

���
i ��

R
���
i � Block diag �R

���
i � � � � � R

�n�
i ��

where R
�c�
i � R

�a�
i � R

���
i � � � � � R

�n�
i � ��

Unboundedness of vector 
i�t� due to the presence of disturbance �called parameter drift in adap�
tive control� could usually occur when using the adaptation algorithm ���� However� it is noted that
the parameter drift phenomenon can be avoided by suitably modifying the adaptation algorithm us�
ing the deadzone technique so that the adaptation could be turned o� whenever the tracking error is
smaller than a threshold� The incorporation of dead zones in parameter tuning algorithm guarantees
the boundedness of approximation errors of the nonlinear matrix functions involved in decoupling
control to be approximated� Thus� a deadzone of size d� is employed in the adaptation algorithm
to achieve stopping the adaptation if necessary and to counteract the modeling error and the pa�
rameter estimation errors� Now� we present a deadzone modi�cation of the adaptation algorithm
���� Suppose the parameter 
i�t� is required to be inside a bounding set Mi during adaptation�
Let 
i� � 
i�k
ik� De�ne P � Block diag �P�� � � � � Pn�� and b � Block diag �b�� � � � � bn�� Then
the modi�ed deadzone adaptation algorithm is �

�
i � �� if eTPbbTPe � d��
� �I � dMi

�
i�
i�

T
i��R

��
i wib

T
i Piei� otherwise

���

where we de�ne the distance measure between a set and a vector

dMi
�
i� ���

� if 
Ti �R
��
i wib

T
i Piei� � �

min 	
� dist�
i�Mi���
�� � �� � �� otherwise

���

and dist��� �� denotes the distance between the arguments�

��� Adaptation Algorithm for Systems with Symmetric Decoupling Ma�

trix

The lower component of ��i can be denoted as

��
���

i �

�
�� if eTPbbTPe � d��

�I � dMi
�i��

T
i��R

�����

i w
���
i bTi Piei� otherwise�

���

Suppose G�x� in �� is symmetric� We can let �ir � �ri so that the number of parameters could
be reduced� To meet this need� the adaptation law is modi�ed as follows� The adaptation algorithm
��
���

i is replaced by ��
���

i de�ned by

��
���

i � ith row of



�
� ��

���

i � ��
���T

i � ���

Remark�
It is interesting to observe that the component matrices �R

�c�
i � R

�a�
i � and R

���
i of Ri is closely related


�



to the inverse of the adaptation gains in adaptation laws of �
�ca�
i and �

���
i � This provides a guide for

choosing the weighting matrices� Take robotic manipulators as example� For robot dynamics the
variations of the components of G are usually smaller than those of f � then the adaptation gain of

�
���
i could be set smaller then that of �

�ca�
i �

� Guaranteed Tracking Performance

Figure �� The adaptive fuzzy control system

In this section� stability and performance of the fuzzy tracking system� depicted in Fig� �� is
investigated� Let the parameters estimation error be de�ned as ��i � �i � �

�

i where �i represents
actual parameter used in the controller and is tuned by deadzone adaptation algorithm� In terms of
�
i the error equation can be rewritten as

�ei � Aiei � biw
T
i
��i � bii ����

where

i �
�
fi�x� t�� �

�ca��T

i
 f�i



�
nX
j��

�
gij�x���

�T
ij  g�i�x� �
�uj�t� � vi ��
�

represents the lumped disturbance term of i�th subsystem due to the network approximation error
and external disturbance�

��� Feasibility of the Controller

If there exist �	g and ��g small enough such that 	g � �	g and k�!���k � ��g � it can be shown that

 G
��

�x�!���� exists� which in turn� guarantees the feasibility of the controller ���� Let kGk � g � ��






From

k  G�x�!�����G�x�k � k  G�x�!�����  G�x�!�����k� k  G�x�!������G�x�k

� ��g � �	g ����

we have

kG���x�  G�x�!�����G�x��k �



g
���g � �	g�

� 
� ���

if 	g and �g are small enough� Then� we have 	��� In �G���x��  G�x�!���� �G�x�� is invertible�
This� in turn� implies that

G�x��In �G���x��  G�x�!�����G�x��� �  G�x�!����

is invertible�

��� Initial Weights for Better Tracking Performance

Let the available knowledge about the nonlinear system �� be encoded in the form of �approximation
to the decoupling matrix G�x�� denoted by G��xj nominal plant parameters�� The accuracy
requirement that 	g is su�ciently small can be satis�ed by selecting a set of proper initial weights

!
���
� by o��line training using the least squares algorithm 	���� Our approach is based on the

element�by�element minimization of the following objective function at a set of training data fx�k�g�

X
k

���G��x
�k�j nominal plant parameters��  G�x�k��!

���
� �

����

where the training data fx�k�g are either the sampled points along the desired trajectories or points
near them� Thus� a high level of accuracy can be achieved not only at a set of discrete points� but
along the points on the desired trajectory�

��	 Stability and Performance Analysis

The following theorem shows the properties of the fuzzy controller with the deadzone parameters
adaptation algorithm�

Theorem � Consider the composite nonlinear systems �� with unknown but bounded fi�x� t��
vi�x� t�� i � 
� � � � � n and nonsingular matrix G� Assume that the controller ��� is adopted with the
adaptation algorithm ��� � Then in the bounded state space x � " � fx � kxk is boundedg� we have
�i and the control input u�t� are bounded� Let � � ���x� t�� � � � � n�x� t��

T � Assume that there exists
� � Supx�t ki�x� t�k

�� Then e converges to the residual set fe � eTQe � �� � or eTPbbTPe � d��g�
where Q � Block diag�Q�� � � � � Qn�� Moreover� for the case that 	f and 	g are small enough such

that k�k � �
��� d�� then e converges to the deadzone fe � eTPbbTPe � d��g�

Proof� Let V� be

V� �



�

nX
i��

�Ti �i ����

then we have �V� � �
�

Pn
i�� �

T
i
��i � � or �i will not be adapted whenever �i � �M �� � the union of

M i and a boundary layer of thickness 	�� Therefore� we can guarantee the boundedness of �i� Thus
the arguments x� �i� in ��� are bounded by the assumption of x � "� Thus u�t� is bounded�


�



Consider the tracking error equation� Choose the Lyapunov function candidate as

V � V� � � � �� Vn ����

where

Vi�t� �

�
�
�d

�
� �

�
�
��
T

i Ri
��i� if eTPbbTPe � d��

�
�e

T
i Piei �

�
�
��
T

i Ri
��i� otherwise�

����

Taking the time derivative of Vi� we have �Vi � �� if eTPbbTPe � d��� while for eTPbbTPe � d��
we have

�Vi�t� � eTi Pi �ei �
��
T

i �I � dM�i��
T
i��wib

T
i Piei�

�



�
eTi �A

T
i Pi � PiAi�ei � ib

T
i Piei

�dMi
��
T

i �i��
T
i�wib

T
i Piei� ����

Suppose the parameter bounding set Mi is appropriately selected such that ��i is in the interior
of M i and 
Ti Ri
i � 
�Ti Ri


�
i if �i is in the exterior of Mi� Now� we investigate the last term

in the the above inequality� By de�nition of dMi
� for dMi


� �� �i is in the exterior of M i and
�Ti �R

��
i wib

T
i Piei� � � which implies �Ti��R

��
i wib

T
i Piei� � �� Thus� 
Ti �R

��
i wib

T
i Piei� � �� which

implies 
Ti��R
��
i wib

T
i Piei� � �� In addition� by the de�nition of �i�� we have

��
T

i Ri�i� � �Ti Ri�i� � ��Ti Ri�i� ����

�



�k�ik

�
���i � �i�

TRi��
�

i � �i� � �
T
i Ri�i � �

�T
i Ri�

�

i


� � ����

for 
i in the exterior of Mi� Thus� one can deduce that� outside the deadzone

�Vi�t� �



�
eTi �A

T
i Pi � PiAi�ei � ib

T
i Piei

� �



�
eTi Qiei �




�
��kik

� ����

and
�V � �




�
eTQe�




�
��� ��
�

Thus e converges to fe � eTQe � �� � or eTPbbTPe � d��g�
Next� consider the case that 	f and 	g are small enough such that k�k � �

��� d�� for e
TPbbTPe �

d��� In this case�

�V � �



�
eTQe�




���
eTPbbTPe� �PbbTPe

� �



�
eTQe� ��




���
keTPbk� k�k�kbTPek

� �



�
eTQe ����

Following the arguments of 	�
�� we can conclude that e converges to the deadzone fe � eTPbbTPe �
d��g� Q�E�D�

In applications to the class of composite nonlinear systems whose G matrix is symmetric �e�g�
robot manipulators�� we have the following�


�



Corollary � Consider the a�ne nonlinear system 
�� with symmetric G matrix� Then for the fuzzy
controller 
��� with the adaptation algorithm 
���	 all properties described in Theorem  hold�

Proof� For eTPbbTPe � d��� we have

�Vi�t� � eTi Pi �ei � �
�ca�T

i R
�ca�
i

��
�ca�

i � �
���T

i R
���
i

��
���

i ���

where R
�ca�
i � Block diag�R

�c�
i � R

�a�
i �� Substituting ���� the above can be rewritten as

�Vi�t� � eTi Pi �ei � �
�ca�T

i R
�ca�
i

��
�ca�

i � �
���T

i R
���
i

��
���

i � ����

In view of the following properties�
�i� ��ij � ��ji� since �ij � �ji�

�ii� R
�j�
i � R

�i�
j �

we have the identity
nX
i��

��
���T

i R
���
i

��
���

i �

nX
i��

��
���T

i R
���
i

��
���

i � ����

Thus�
nX
i��

�Vijalong ������	�� �

nX
i��

�Vijalong ��
���	�� ����

so that the results of Theorem 
 hold� Q�E�D�

� Simulation

In this section� two simulations are presented to demonstrate the e�ectiveness of the adaptive fuzzy
controller�


� Inverted Pendulum� Consider the inverted pendulum depicted in Fig� �� Suppose the move�
ment of both the pole and the cart is restricted to the vertical plane and the cart is allowed to
move in�nitely in the left or right direction� The state of the system is described by the pole#s
angle� 
� and its angular velocity� �
� Its state equation can be expressed as�

�x� � x�� ����

�x� �
gsinx� �

mlx�
�
cosx�sinx�
mc�m

l� 	� �
mcos�x�
mc�m

�
�

cosx�
mc�m

l� 	� �
mcos�x�
mc�m

�
u� v�

y � x��

where x� � 
� x� � �
� g is the acceleration due to gravity� mc is the mass of the cart� m
is the mass of the pole� l is the half�length of the pole� u is the applied force and v is the
external disturbance� In simulation� we choose jv�t�j � ���� This system is unstable if the
control u is set to be �� Fig� � shows the membership functions of x�� x� and u� LetM � f� �
jcjuj � 
�� jajLRj � �� j�j j � �g and �� � 
�� �� � 
��� Initially� cju� are chosen randomly in

the interval 	�
�� 
��� and ajL� � ajR� � �� �j� � 
� Simulations are performed for � � �����
Q � 
�I���� 	� � ���� and R � Block diag	����I������ ���
I������ 
��I������� Fig� 
� shows
the result of tracking a periodic trajectory yd �

�
��sint�

�
��cost� The tracking performance of

the neuro�fuzzy controller is quite good�


�



Figure �� The inverted pendulum system�

Figure �� Membership functions for x�� x� and u� N represents negative� P positive� ZE approxi�
mately zero� S small� M medium� B big�

�� Planar Robot� Consider a two�link robot manipulator depicted in Fig� 

�

The equations of motion for the planar robot are as follows��
�m� �m��r

�
� �m�r

�
� � �m�r�r�c� � J� m�r

�
� �m�r�r�c�

m�r
�
� �m�r�r�c� m�r

�
� � J�

�
�

$q�
$q�

�
�

�
�m�r�r�s� �q�� �q� � �q��

m�r�r�s� �q
�
�

�

�

�
��m� �m��l�c� �m�l�c���g

�m�l�c���g

�
�

�
u�
u�

�
�

�
d�
d�

�
�

����


�



Figure 
�� Simulation result of the inverted pendulum�

Figure 

� A two�link robot manipulator

where c� � cos�q��� s�� � sin�q� � q��� etc�� Let the combined e�ects of friction and the
external torque disturbance be assumed as

d� � ���sin� �q�� � ���sin� �q�� � ���sin�t�
d� � ���sin� �q�� � ���sin� �q�� � ���sin�t�

����

The kinematics and inertia parameters of the robot are given by l� � ���m� l� � 
��m�
r� � ���l�� r� � ���l�� J� � J� � �kg � m� m� � ���kg� m� � ���kg� The excessive ratio
between m� and m� is to emphasize the load e�ect�


�



The desired trajectory for the robot to track is given by �

q�d � ��
�sin�����t�
q�d � �����
�cos�����t� � �������cos������t�

����

with the initial state q���� � �
��rad� q���� � �
��rad� �q���� � �rad�sec� �q���� � �rad�sec�
To reduce the number of adaptation parameters� only four linguistic labels for the qualitative
statements de�ned as fNB�NS� PS� PBg are used� where NB � f�xi� � 
��
�exp���xi�
����
NS � f�xi� � exp���xi � ������� PS � f�xi� � exp���xi � ������� PB � f�xi� � 
��
 �
exp����xi � 
���� Moreover� let ajLR� � ajLR� � �� i�e�� the left and right spreads of the
consequent membership function are equal in the adaptation period�

The initial parameters cju���� and cju���� are chosen randomly in the interval ����� ���� To ob�

tain a set of appropriate initial parameters !
���
� � thirty�two testing points uniformly distributed

along the desired trajectory are used in the least squares minimization process with the follow�
ing nominal inertia parameters� J�� � ���kg �m� J�� � ��
kg �m� m�

� � ����kg� m�
� � ���kg�

The design parameters in ���� and ���� are Q� � Q� � 
�I���� 	� � ����� ���� � ���� � 
���
���� � ���� � ��� R� � Block diag	�����I�������� ���I�������� ����I��������� R� � Block
diag	�����I�������� ����I�������� ���I���������

Simulated responses for di�erent sizes of deadzone are shown in Fig�
� where solid line and
dotted line denote �� � �� � ���
 and �� � �� � ���� respectively� Only the results of joint 

are shown since those of joint � are relatively good� compared to those of joint 
� It veri�es
that the smaller the deadzone the higher the tracking accuracy�
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Figure 
�� Simulation results for joint 
 �a�position error vs� time �b�applied torque vs� time�
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	 Conclusion

For output tracking in composite a�ne nonlinear systems� this paper proposes a fuzzy controller
composed of decentralized approximate reasoning fuzzy system with adjustable rule credit assign�
ment mechanism cascaded with an interconnections compensating associative memory network and
a nonsingularity supervisor� The fuzzy controller can be naturally mapped into a four�layer net�
work structure� In this mapping� the weights of network represent a combination of the credits of
rules� shapes and locations of membership functions� The weights are tuned via a deadzone adap�
tation algorithm to compensate for the uncertainties� The incorporation of deadzone in controller
achieves on�line computation of decoupling control while guaranteeing the boundedness of network
weights and stability and the attenuation of tracking error to a prescribed level in the presence of
disturbance and approximation errors� In particular� it is assumed that that the functions fi�x� t��
vi�x� t� and gir�x� in the nonlinear plant model �
� describing the systems under investigation are
bounded and furthermore� their bounds are not explicitly used in controller design� Simulations of
the inverted pendulum and a two�link planar robot demonstrate the e�ectiveness and robustness of
the neuro�fuzzy controller in output tracking�

A Appendix

Appendix A

Proof of Fact  by Induction�
Suppose there are N rules Rj

e�i in the rule base Re�i� For notational simplicity� consider the ith
rule base and drop the subscript i later�

In the rule matching phase� suppose that the error e��t� has two positive grades of membership�
Ap
��e�� and Ap��

� �e�� for some p �see Fig� 
� where the superscript of A� denotes some membership
function of fuzzy partition and Ap

�� A
p��
� denote two neighboring membership functions in the

universe U�� Likewise� e��t� belongs to Aq
� and Aq��

� for some q�� � �� and en�t� belongs to As
n and

As��
n for some s�

Figure 
� Collections of fuzzy subsets partition�

In this situation� the n�input�one�output system uses �n fuzzy rules since each linguistic variable
has two linguistic values� Let the following �n � � � �n � N � rules be �red�

��



R
�p�q�����s�
e � IF e� is A

p
� AND e� is A

q
� AND � � �AND en is A

s
n

THEN u is B�p�q�����s�

R
�p���q�����s�
e � IF e� is A

p��
� AND e� is A

q
� AND � � �AND en is A

s
n

THEN u is B�p���q�����s�

R
�p�q�������s�
e � IF e� is A

p
� AND e� is A

q��
� AND � � �AND en is A

s
n

THEN u is B�p�q�������s�

���

R
�p���q�������s���
e � IF e� is A

p��
� AND e� is A

q��
� AND � � �AND en is A

s��
n

THEN u is B�p���q�������s���

where the superscript of Re indicates which rule in the rule base Re is �red�
Now� we prove Fact 
 by induction� Let n � 
� we have �� �red rules and

PN
j��A

j�e� �

Ap
��e���A

p��
� �e��� Since LR parametrization is chosen such that ���� holds� one has

PN
j��A

j�e� � 
�
Suppose for n � some integer k� we have

XN

j��
Aj�e�
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��e��A
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s
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� �e��A
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s
k�ek� �

���

��
�Ap
��e����
�Aq

��e��� � � � �
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In view of ���� we deduce that
PN

j��A
j�e� � 
�

Q�E�D�

Appendix B

The derivation of ��� is provided in this appendix�
Let bjL�i � bjR�i � �� Now� refer to Fig� �� For input matching degree  gji � at the left intersection

point uA� by ���� we have

 gji �

�

 � �

cju�i � uA

�jiia
j
L�i

��

���

or

uA � cju�i � �jiia
j
L�i

q
� gji �

�� � 


While at the right intersection point uB � we have similarly the relation

 gji �

�

 � �

cju�i � uB

�jiia
j
R�i

��

���

or

uB � cju�i � �jiia
j
R�i

q
� gji �

�� � 


Thus� by de�nition�
�cju�i � �uA � uB���

which derives the relation ����

Appendix C

This appendix derives the weighted center�average defuzzi�cation of single�input single�output
fuzzy system�

The weighted center�average defuzzi�cation method considers contributions from all possible con�
trol actions and evaluates the �nal control in proportion to the matching degree of each fuzzy output�
Thus� for input s� the output of the fuzzy system is calculated as

u �

P
j �

j �A��s� �Rj
s�s� �u

j� � �ujP
j �

j � A��s� �Rj
s�s� �uj�

where �uj is the point in U at which A��s� � Rj
s�s� u� achieves its maximum value� Then� using

LMOM implication� the above equation reduces to

u �

P
j �

j �Aj�s� � �cjuP
j �

j � Aj�s�

By the use of ��
�� ���� ����� the equation is rearranged as

u �

Pm
j�� �

j � Aj�x� � �cju �
PN

j�� A
j�e� � �cjuPm

j�� �
j �Aj�x� �

PN
j�� A

j�e�

�
�
�ca�

T  f�x� � $qd � aT e

�T  g�x� � 


This is the equation ���� for single�input single�output case�

��
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