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Abstract
To meet the requirement of distributed video coding (DVC) in resource-limited sensor networks, 

Wyner-Ziv theorem-based source coding with side information only available at the decoder states 
that an intraframe encoder with interframe decoder system can achieve comparable coding efficiency 
of a conventional interframe encoder and interframe decoder system. In this paper, firstly, a block 
discrete cosine transform (DCT)-based Wyner-Ziv video codec with coding mode-aided motion 
compensation at the decoder is proposed, denoted by “ProposedDVC1.” The major characteristic is 
that for motion compensation at the decoder, side information generation and error correcting code 
(ECC) decoding are jointly performed to find the final side information. Similar to most existing 
Wyner-Ziv video coding systems, “ProposedDVC1” is with light encoder and heavy decoder. 
However, in some video communication scenarios, low complexity in both the encoder and decoder is 
required. In this study, another Wyner-Ziv video codec based on robust media hashing without 
needing to perform motion estimation at both the encoder and decoder is proposed, denoted by 
“ProposedDVC2.” The particular contribution of ProposedDVC2 is its low complexity in both the 
encoder and decoder. Simulation results demonstrate the achievable coding efficiency of 
ProposedDVC2 is comparable with that of ProposedDVC1 while the complexity of ProposedDVC2 is 
much lower than that of ProposedDVC1. In addition, both ProposedDVC1 and ProposedDVC2 need 
no feedback channel. 
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video communication, video sensor network. 

+This work was supported in part by the National Science Council of Taiwan, R.O.C., under Grant 
NSC 95-2221-E-001-022. Preliminary results of this paper were published in ICIP2006 and 
MMSP2006.
*Further author information: Send correspondence to E-Mail: lcs@iis.sinica.edu.tw, Tel: 
886-2-2788-3799 X 1513.



-2-

I. INTRODUCTION

A. Background 
Conventional hybrid predictive video compression standards, such as MPEG-4 and H.264/AVC 

[1]-[2], usually perform motion estimation/compensation among successive frames for interframe 
predictive coding so that the encoder is typically 5 to 10 times more complex than the decoder [3]-[4]. 
However, such a heavy encoder with light decoder video coding system is usually suitable for video 
broadcasting or video streaming applications (e.g., video on demand system) where video is encoded 
once and decoded many times. With the advancement of emerging applications (e.g., wireless video 
sensor networks and wireless mobile video communication), the current video coding paradigm is 
insufficient if some new requirements, such as the restrictions on computational capability and 
memory for a low power video encoder device, are considered. In fact, this calls for a new video 
coding paradigm with low-complexity encoder. 

To meet this requirement, distributed video coding (DVC) based on the Wyner-Ziv information 
theorem for lossy compression [5] has recently become an emerging video coding paradigm [3]-[4], 
where individual frames are encoded independently (intraframe coding) but decoded conditionally 
(interframe decoding). The Wyner-Ziv information theorem is originally extended from the 
Slepian-Wolf information theorem for lossless compression [6]. In contrast to conventional hybrid 
predictive video coding, Wyner-Ziv video coding usually performs intraframe encoding without 
performing motion estimation at the encoder, whereas it performs interframe decoding with motion 
estimation/compensation or complex frame interpolation at the decoder. That is, part of the 
computational burden (e.g., motion estimation) is shifted from encoder to decoder and results in a 
video codec with light encoder and possibly heavy decoder. 

A general framework of a Wyner-Ziv video codec is shown in Fig. 1. At the encoder, an input 
video sequence is divided into key frames and Wyner-Ziv frames. Each key frame (K) is encoded 
using a conventional intraframe encoder (e.g., H.263 intraframe coding [7]-[16], H.264/AVC 
intraframe coding [17]-[20]) while each Wyner-Ziv frame (W) is encoded using a distributed video 
encoder to generate Wyner-Ziv bits. On the other hand, the encoder can optionally transmit some extra 
information to the decoder to help side information generation. At the decoder, each key frame is 
decoded using the conventional intraframe decoder. For a Wyner-Ziv frame, it is decoded using the 
distributed video decoder with the assistance of side information. Side information can be generated 
using any previous decoded frames and/or the extra information transmitted from the encoder. The 
decoder can request more Wyner-Ziv bits from the encoder via a feedback channel optionally 
dependent on current decoding efficiency.
 More specifically, most existing DVC schemes [3]-[4], [7]-[18] modeled Wyner-Ziv video 
coding as a channel coding problem. The statistical dependence between two correlated sources W
and Y is modeled as a virtual correlation channel analogous to binary symmetric channel (BSC) or 
additive white Gaussian noise (AWGN) channel. The side information Y is viewed as a noisy version 
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of the source W. At the encoder, the compression of W can be achieved by transmitting only parity bits 
derived from error correcting codes (ECC) (e.g., turbo codes [7]-[10], [13]-[18]). Here, the parity bits 
form the Wyner-Ziv bits. The size of the transmitted Wyner-Ziv bits is usually smaller than that of the 
original source W. The decoder concatenates the received parity bits with the side information Y and 
performs error correction decoding to correct some “errors” in Y, i.e., the noisy version of the source 
W, for the reconstruction of W. The realization of such a channel coding approach for Wyner-Ziv 
video coding can be divided into two categories, i.e., pixel-domain Wyner-Ziv video coding and 
transform-domain Wyner-Ziv video coding. They are briefly described in the following two 
subsections.
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Fig. 1. General framework of a Wyner-Ziv video codec. 

B. Pixel-domain Wyner-Ziv Video Coding 
 Aaron, Setton, and Girod [7] proposed the first pixel-domain Wyner-Ziv video codec. At the 
encoder, an input video sequence is divided into key frames and Wyner-Ziv frames. Each key frame 
(K) is encoded using a conventional intraframe encoder (e.g., H.263 intraframe coding) while each 
Wyner-Ziv frame (W) is encoded using a Wyner-Ziv intraframe encoder to generate Wyner-Ziv bits. 
For each Wyner-Ziv frame, W, each pixel value is quantized using a uniform scalar quantizer with 2M

intervals to form the quantized symbol stream q. Then, q is fed into a turbo encoder to form the parity 
bits (Wyner-Ziv bits) stored in a buffer. The buffer transmits a subset of the parity bits to the decoder 
upon request. 

At the decoder, each key frame is decoded using a conventional intraframe decoder. For each 
Wyner-Ziv frame, the decoder generates the side information (Y) by interpolation or extrapolation of 
previously decoded key frames and, possibly, previously decoded Wyner-Ziv frames. To exploit the 
side information, the decoder assumes a statistical dependency model between W and Y. The turbo 
decoder combines the side information Y and the received parity bits to recover the symbol stream q’.
If the decoder cannot reliably decode the original symbols, it requests additional parity bits from the 
encoder buffer through feedback until an acceptable probability of symbol error is reached. The 
decoder usually needs to request r M bits to decode which of the 2M bins a pixel belongs to and, 

hence, compression is achieved. After decoding q’, the decoder reconstructs the Wyner-Ziv frame W’
as follows. If the side information Y is within the reconstructed bin, the reconstructed pixel will take a 
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value very close to the side information. Otherwise, the function clips the reconstruction towards the 
boundary of the bin closest to Y. In addition, based on this video coding paradigm [7], several 
pixel-domain Wyner-Ziv video coding schemes were similarly proposed [8]-[10], [17]. 

C. Transform-domain Wyner-Ziv Video Coding 
 Puri and Ramchandran [11]-[12] proposed the first transform-domain Wyner-Ziv video codec, 
called “Power-efficient, Robust, hIgh-compression, Syndrome-based Multimedia coding (PRISM).” 
In PRISM, a key frame is encoded and decoded using the H.263 intraframe codec. A Wyner-Ziv frame 
is transformed using block DCT followed by uniform scalar quantization. For each block, the 
lower-frequency coefficients are compressed using a syndrome encoder. The higher-frequency 
coefficients are conventionally entropy-encoded. The encoder also sends a cyclic redundancy check 
(CRC) of the quantized coefficients. The decoder performs motion compensation to generate side 
information. The syndrome decoder combines the side information and the syndrome bits to recover 
the symbol stream. Finally, the decoder can reconstruct the Wyner-Ziv frame based on the symbol 
stream and the side information, followed by inverse DCT. On the other hand, Aaron, Rane, Setton, 
and Girod [13] proposed a transform-domain Wyner-Ziv video codec, modified from their 
pixel-domain codec in [7]. Similarly, based on this video coding paradigm [13], several 
transform-domain Wyner-Ziv video coding schemes were also proposed [14]-[16], [18]. 

D. Overview of the Proposed Wyner-Ziv Video Coding Schemes 
In this paper, firstly, a DCT-based Wyner-Ziv video codec with coding mode-aided motion 

compensation at the decoder is proposed, denoted by “ProposedDVC1.” The major characteristics 
include: (a) for each block, a large amount of candidate blocks are evaluated based on some criteria 
derived from Reed-Solomon (RS) decoding and best neighborhood matching to find the best 
candidate block as the side information; (b) ECC decoding is applied to participate in generating side 
information; (c) no feedback channel is required. In most existing Wyner-Ziv video codecs, the 
decoder generates side information firstly without considering ECC decoding, and then concatenates 
the parity bits and the side information to perform ECC decoding. If the decoding result is 
unacceptable, the decoder will request more parity bits via the feedback channel. Hence, we observe 
that (a) the generated side information may be not the best one for ECC decoding; (b) requesting more 
bits via the feedback channel indeed induces some network overheads [10]; (c) the feedback channel 
may be not always available. In ProposedDVC1, side information generation and ECC decoding are 
jointly performed without requesting any information via the feedback channel. For each side 
information candidate, the decoder will perform ECC decoding and check some criteria, and the best 
one will be selected as the final side information. 

Most existing Wyner-Ziv video codecs [3]-[4], [7]-[16], [18] and ProposedDVC1 are with light 
encoder and heavy decoder because the encoder performs only intraframe coding and the decoder 
performs some complex interframe decoding operations. Such a Wyner-Ziv codec is only suitable for 
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the scenario where the decoder can support high computational capability. However, if both encoder 
and decoder are required to be with low-complexity (e.g., wireless video communication between a 
pair of mobile camera phones), an alternative solution can be described as follows [3]-[4]. A mobile 
camera phone captures and encodes the video using a Wyner-Ziv encoder and transmits the 
compressed bitstream to a base station in the network. The base station supports a transcoder 
consisting of a Wyner-Ziv decoder and a standard encoder (e.g., MPEG or H.264/AVC encoder). The 
transcoder can decode the received Wyner-Ziv bitstream and re-encode it to a standard bitstream, 
which will be transmitted to the receiver with a low-complexity standard decoder for real-time 
decoding. That is, based on the transcoder supported in a network infrastructure, each device can have 
a light encoder (Wyner-Ziv encoder) and a light decoder (standard decoder).
 To make a Wyner-Ziv video codec be directly applicable to the scenario without additional 
transcoder support. In this paper, another Wyner-Ziv video codec based on robust media hashing is 
proposed, denoted by “ProposedDVC2.” The key is that the significant differences between a video 
frame and its reference frame are efficiently extracted and used for frame recovery based on robust 
image hashing without needing to perform motion estimation/compensation at both the encoder and 
decoder. The particular contribution of ProposedDVC2 is its low complexity in both the encoder and 
decoder. In addition, feedback channel is also not exploited in ProposedDVC2. 

Conceptually, the two proposed Wyner-Ziv video codecs are with intraframe encoding and 
interframe decoding. Strictly speaking, the proposed encoders are no longer pure intraframe encoders 
due to some simple and efficient comparisons that will be applied at the encoders. The remainder of 
this paper is organized as follows. The proposed DCT-based Wyner-Ziv video codec with coding 
mode-aided motion compensation at the decoder (ProposedDVC1) is described in Sec. II. The 
proposed Wyner-Ziv video codec based on robust media hashing (ProposedDVC2) is described in Sec. 
III. Simulation results are presented in Section V, followed by conclusions and future works. 

II. PROPOSED DISTRIBUTED VIDEO CODING WITH CODING MODE-AIDED MOTION

COMPENSATION

The proposed block-DCT based Wyner-Ziv video codec (ProposedDVC1) is shown in Fig. 2. In 
ProposedDVC1, an input video sequence is divided into several GOPs (group of pictures), in which a 
GOP consists of a key frame followed by several Wyner-Ziv frames. For a Wyner-Ziv frame, the key 
is to find the best side information block, si, for each block, bi.

A. Problem Formulation 
 In conventional video coding (e.g., H.264/AVC), for each N×N block, bi, in an inter-coded frame 
(e.g., P frame), the encoder will perform motion estimation to find the best match block, si, in the 
reference frames as follows: 

iiSWsi sbds
ii

,minarg , (1) 
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where SWi denotes possible search windows in the reference frames for bi, and 
1

0

1

0
,,1,

N

y

N

x
iiii yxsyxb

NN
sbd , (2) 

where bi(x, y) and si(x, y) are pixel values of blocks bi and si, respectively. 
However, in distributed video coding, the encoder cannot perform motion estimation, which 

should be shifted to the decoder. Hence, the problem here is formulated as follows. 

Problem 1 (side information block generation for Wyner-Ziv frame reconstruction): For each 
N×N block bi in a Wyner-Ziv frame, we want to find the best match side information block, si, to 
satisfy Eq. (1) at the decoder without performing motion estimation at the encoder. 

The obtained side information si will be used to reconstruct bi. Usually, the better the side 
information si is, the better the reconstructed bi will be. However, si cannot be accurately obtained at 
the encoder without performing motion estimation, and the original bi is unavailable at the decoder. 
Hence, it is difficult to solve Eq. (1) accurately at the decoder. In this section, a coding mode-aided 
motion compensation scheme at the decoder is proposed to find the best si for reconstruction of bi. It 
is expected that the obtained side information, si, can be as accurate as that obtained using Eq. (1) at 
the encoder. The accuracy of the obtained side information (i.e., motion vectors) using 
ProposedDVC1 will be analyzed later. 
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Fig. 2. The proposed Wyner-Ziv video codec (ProposedDVC1). 

B. Proposed Wyner-Ziv Video Encoder in ProposedDVC1 
At the encoder, each key frame (K) is encoded using the H.264/AVC intraframe encoder [2]. On 

the other hand, each Wyner-Ziv frame (W) is divided into several non-overlapping N×N blocks. First, 
the coding mode for each block in a Wyner-Ziv frame will be decided based on the estimated motion 
activity as follows. Here, the original previous frame will be stored in the encoder buffer. For each 
block, bi, in the current frame, the difference, di, between bi and the co-located block, fi, in the 
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previous frame is calculated using Eq. (2) as di = d(bi, fi). If di T1, the coding mode of bi is declared 
to be skip mode. If T1 < di T2, the coding mode of bi is declared to be non-skip with RS coding mode. 
Otherwise, the coding mode of bi is declared to be non-skip without RS coding mode. Here, T1 and T2

are two predefined positive thresholds and T1 < T2. The extra overhead in the encoder is a buffer with 
the size the same as that of an uncompressed frame. Here, the coding mode information for each 
Wyner-Ziv frame will be encoded using the run-length coding followed by the entropy coding to form 
the extra information bits. 
 After performing block coding mode decision, each block in a Wyner-Ziv frame can now be 
encoded. For a block with skip mode, no data will be encoded. For a block with non-skip mode, 
similar to [13], a block DCT will be performed followed by a scalar quantization to obtain a symbol 
block containing N×N symbols. The four employed quantizers are shown in Fig. 3 with N = 4. For 
example, if the quantizer shown in Fig. 3(a) is used, the DC value will be quantized to a symbol with 
at most 64 levels (denoted by 6 bits). 
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Fig. 3. Four scalar quantizers used in ProposedDVC1. 

For a block with non-skip with RS coding mode, the three most important symbols 
corresponding to the three lowest frequency DCT coefficients will be encoded directly. The remaining 
symbols will be encoded using (u, v) RS codes with z bits for each [21] to generate parity symbols, 
where v is the number of DCT subbands having non-zero quantization levels. Only RS parity symbols 
will be encoded. For example, if a 4×4 DCT block is quantized using the quantizer shown in Fig. 3(a), 
the three most important symbols will be encoded directly with 6 bits, 5 bits, and 5 bits, respectively. 
The remaining 10 non-zero symbols denoted by 4 bits (z = 4) for each can be encoded using (14, 10) 
RS code to generate 4 parity symbols. That is, there are, in total, 4×4 = 16 parity bits required. In Fig. 
3(a), although some symbols with a quantization level of 4 can be denoted by 2 bits, in order to use a 
common RS code to encode all the remaining 10 non-zero symbols, each of them can be denoted by 4 
bits by simply adding two zero bits. In this case, a block is totally encoded with 32 (= 6 + 5 + 5 + 16) 
bits. On the other hand, for a block with non-skip without RS coding mode, all the symbols will be 
encoded directly. Usually, this kind of block is rare. Finally, the resultant encoded symbols for all the 
blocks with non-skip mode in a Wyner-Ziv frame constitute the Wyner-Ziv bits. The key frame bits, 
the Wyner-Ziv bits, and the extra information bits will be transmitted to the decoder. 

C. Proposed Wyner-Ziv Video Decoder in ProposedDVC1 
At the decoder, each key frame will be decoded using the H.264/AVC intraframe decoder. For a 
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Wyner-Ziv frame, the coding mode information will be decoded first, and then all the blocks with skip
mode will be reconstructed by assigning the co-located blocks of the previous reconstructed frame. 
On the other hand, for each block with non-skip mode, the proposed coding mode-aided motion 
compensation scheme is employed to find the corresponding side information. First, the search 
windows in the previous reconstructed frames are formed so that each block in the search windows 
will be a candidate side information block. Then, similar to the encoder operations, the N×N DCT 
followed by the scalar quantization will be applied to each candidate side information block. In 
addition, the reconstructed 8-connected neighboring blocks for each candidate side information block 
will be also extracted. The decoding of blocks with non-skip mode can be divided into two cases 
discussed below.

Case 1: For a block, bi, with non-skip with RS coding mode, each candidate block, ck, in the 
search window(s) will be evaluated. The best candidate block satisfying the following three criteria 
will be selected to be the side information for bi.
(a) The difference between the three most important symbols of bi and those of ck should be 

minimized. Let (DCTbi)j and (DCTck)j, j = 1, 2, 3, be the representative values for the quantization 
levels which the three most important symbols belong to, respectively. The difference between the 
three most important symbols of bi and those of ck, DCT_Diffi(bi, ck), is defined as 

3

1
,_

j
jckjbikii DCTDCTcbDiffDCT .               (3) 

(b) The number of incorrect RS-decoded symbols (denoted by NRSi(bi, ck)), returned from the 
RS-decoder based on the parity symbols of bi and the symbols (except the three most important 
symbols) of ck should be minimized. For a (u, v) RS code, the number of allowable maximum 
symbol errors is (u – v) / 2. If the RS code cannot correct all the error symbols, i.e., the number of 
incorrect RS-decoded symbols exceeds the maximum allowed, NRSi(bi, ck) is set to (u – v) / 2 + 1. 

(c) The difference between the 8-conncected neighboring blocks of bi and those of ck should be 
minimized. Let bij and ckj be the 8-conncected neighboring reconstructed blocks of bi and ck,
respectively, j = 1, 2, …, Nrecon, where Nrecon  8 is the number of the 8-conncected reconstructed 
neighboring blocks of bi. The difference, NB_Diffi, between the 8-conncected neighboring blocks 
of bi and those of ck is defined as 

reconN

j
kjijikii cbdcbDiffNB

1
,,_ ,                      (4) 

where di function is similarly defined in Eq. (2). 
Combining the above three criteria, a fitness function Fi for generating the side information for bi is 
defined as 

kiickiRSibkiiakii cbDiffNBwcbNwcbDiffDCTwcbF ,_,,_, ,  (5) 

where wa, wb, and wc are the weighting coefficients for the three terms, respectively. Finally, the side 
information block, si, in the search window(s), SWi, for the block bi, minimizing the fitness function Fi

is selected to be the side information for bi, i.e.,
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kiiSWci cbFs
ik

,minarg .                            (6) 

An illustrated example is shown in Fig. 4, where the light-colored blocks have already been 
reconstructed, and the non-zero number for each symbol denotes the quantization index which the 
symbol belongs to. The blocks with non-skip mode in a Wyner-Ziv frame are reconstructed in a 
raster-scan order (all the blocks with skip mode can be reconstructed first). 
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Fig. 4. An example of motion compensation at decoder for a block, bi, with non-skip with RS 
coding mode. 

Case 2: For a block, bi, with non-skip without RS coding mode, two similar criteria are employed: 
(a) The difference between all the symbols of bi and those of ci should be minimized; and (b) the 
difference between the 8-conncected neighboring blocks of bi and those of ci should be minimized. 

After the side information (the best candidate block) for a block with non-skip mode is obtained, 
it will help for reconstructing the block. For a block with non-skip with RS coding mode, the 
RS-decoded symbols coming from the side information will be assigned to the block. Then, similar to 
[13], the DCT coefficients, Xr, will be reconstructed as follows. For a symbol, rq , in a block, if the 

corresponding DCT coefficient, Yr, in the side information is within the coefficient interval denoted by 

rq , the symbol, rq , will be dequantized to Yr; otherwise, the boundary of the quantization interval that 
is nearest to Yr is used to reconstruct rq . For a block with non-skip without RS coding mode, a similar 

strategy is employed to reconstruct all the DCT coefficients. Finally, the inverse DCT is applied to the 
reconstructed DCT block to obtain the pixel block. 

D. Computational Complexity of ProposedDVC1 
 The computational complexity of ProposedDVC1 is dominated by those of the DCT and RS 
encoding, and is similar to that of a conventional intraframe encoder consisting of the DCT and 
entropy coding. However, the computational complexity of the proposed Wyner-Ziv decoder is very 
heavy. The decoder performs very complex motion-compensation operations based on the criteria 
defined above for each block with non-skip mode. Hence, similar to most existing Wyner-Ziv video 
codecs, ProposedDVC1 is with light encoder and heavy decoder. On the other hand, at the decoder, 
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each Wyner-Ziv frame can be decoded depending on only previous reconstructed frame(s), hence no 
decoding delay (no out-of-order decoding) will be induced. 

E. Performance Analysis for ProposedDVC1 

 In conventional block-based video coding, motion vector plays the most critical role. Accurate 
motion vectors will usually induce fewer residual data and better coding efficiency. Hence, 
conventional video coding usually performs complex motion estimation at the encoder. However, in 
ProposedDVC1, the motion estimation operation is shifted to the decoder and, unavoidably, the 
obtained motion vectors cannot be as accurate as those obtained using an exhaustive search at the 
encoder. Here, similar to the analysis for motion vector in [22], we will analyze the accuracy of the 
motion vectors obtained at the decoder using ProposedDVC1 via a new metric called maximum 
motion vector signal-to-noise ratio (MSNR). 
 For a block bi in a frame, i = 1, 2, …, nb, where nb is the number of the blocks in the frame, the 

true motion vector and the estimated motion vector for bi is denoted by MVbi = (xi, yi) and biMV  = 

( ix̂ , i), respectively. Then, the mean square error (MSE) motion vector, yx
222 , , for a frame 

between the true motion vectors and the corresponding estimated ones is defined as 
bn

i
ii

b

x xx
n 1

22 ˆ1
, and                             (7) 
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i
ii

b

y yy
n 1

22 ˆ1
.                                 (8) 

Then, MSNR is defined as 

yx

yx MVMVMSNR 22
max,

2
max,

2

10log10 ,                  (9) 

where (MVmax, x, MVmax, y) is the maximum possible motion vector. 
 Here, for a video sequence, its true motion vectors are obtained by means of a block-based 
exhaustive search. On the other hand, the two kinds of estimated motion vectors are, respectively, 
obtained performing H.264/AVC full search at the encoder with quarter-pixel accuracy and the 
decoder motion estimation in ProposedDVC1. Due to the fact that motion estimation in 
ProposedDVC1 is with integer-pixel accuracy, for simplicity, the true motion vectors also use 
integer-pixel accuracy. For H.264/AVC interframe coding with quarter-pixel accuracy, only the 
motion vectors with integer-pixel accuracy are extracted to be the estimated motion vectors. Then, for 
a sequence, the MSNR values for all frames based on the two kinds of estimated motion vectors are 
calculated and averaged to obtain the MSNR value for the sequence. The MSNR results for the 
Carphone, Hall monitor, and Salesman sequences with different GOP sizes (GOPSize) are, 
respectively, shown in Figs. 5-7. 
 It can be observed from Figs. 5-7 that the MSNR performance gaps between ProposedDVC1 
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and H.264/AVC interframe coding are from 0.1 to 0.4 dB. For fast-motion sequences (e.g., Carphone),
higher bitrates can allow more blocks with non-skip mode to be used so as to produce larger MSNR 
value in ProposedDVC1. Therefore, the MSNR gap between H.264/AVC and ProposedDVC1 is 
smaller for higher bitrates. For slow/middle-motion sequences (e.g., Hall monitor and Salesman), 
most blocks are with zero or small motion vectors, and too many blocks with non-skip mode are 
meaningless. Hence, in cases with higher bitrates, more bits cannot be efficiently used for motion 
estimation, and MSNR gaps will be larger. On the other hand, for smaller GOP sizes (e.g., GOPSize = 
2), the motion estimation for H.264/AVC interframe coding is less efficient than that with larger GOP 
sizes. Hence, the MSNR gaps can become smaller when the bitrate increases. On the contrary, for 
larger GOP sizes (e.g., GOPSize = 8), the motion estimation for H.264/AVC interframe coding is 
efficient. Hence, the MSNR gaps will become larger when the bitrate increases. Based on the analysis 
for the motion vector accuracy, the performance for ProposedDVC1 can be evaluated. The complete 
evaluation of rate-distortion (RD) performance is in Section IV. 
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Fig. 7. MSNR performance for the Salesman sequence with GOPSize = 8. 

III. PROPOSED DISTRIBUTED VIDEO CODING BASED ON ROBUST MEDIA HASHING

In this section, a new Wyner-Ziv video codec based on robust media hashing is described, 
denoted by “ProposedDVC2.” In ProposedDVC2, no motion-compensated interpolation/extrapolation 
is performed at both the encoder and the decoder, no ECC is applied, and no feedback channel is 
required. In particular, the key characteristic is that both the encoder and the decoder are with 
low-complexity. 

Fig. 6. MSNR performance for the Hall
monitor sequence with GOPSize = 4. 

Fig. 5. MSNR performance for the Carphone
sequence with GOPSize = 2. 
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A. Problem Formulation 
In view of the fact that image hashing [23]-[24] is able to capture the essence of an image (or a 

video frame) while reducing storage requirement, ProposedDVC2 is presented by exploiting hash 
modification to achieve Wyner-Ziv frame recovery without needing motion estimation. This problem 
is associated with the proper selection of the length of an image (or frame) hash under the constraint 
of trade-off between visual quality and coding efficiency. The problem can be defined as follows. 

Problem 2 (Media hashing for Wyner-Ziv frame reconstruction): For a Wyner-Ziv frame, W,
its most significant features, extracted by comparing the hash values of W and those of its reference 
frame I, should be properly selected such that 

PSNR(W, )  desired PSNR value, and                      (10) 
PSNR(W, ) >> PSNR(I, ),                               (11) 

where PSNR denotes the peak signal to noise ratio (PSNR), and  is an estimate of W, obtained by 
modifying I using the significant features of W.
 To solve this problem, our robust image hashing scheme, called structural digital signature (SDS) 
[23] is modified and applied to efficiently extract the significant difference between a Wyner-Ziv 
frame and its reference frame as the Wyner-Ziv bits at the encoder without performing motion 
estimation. Then, these transmitted Wyner-Ziv bits are incorporated with the generated side 
information (i.e., the decoded/generated reference frame) to reconstruct the Wyner-Ziv frame at the 
decoder without performing motion estimation. 

B. Structural Digital Signature 
 The structural digital signature method proposed in [23], which can extract the most significant 
components and provide a compact representation for an image efficiently, is adopted in 
ProposedDVC2. SDS is constructed in the discrete wavelet transform (DWT) domain due to its 
excellent multiscale and precise localization properties. In fact, the SDS is derived from the interscale 
relationships between wavelet coefficients. 
 For an image of size M1×M2, a J-scale DWT is performed. Let ws,o(x, y) represent a wavelet 
coefficient at scale s, orientation o, and position (x, y), 0 s < J, 1 x M1, and 1 y M2. It is 
known that a large/small scale represents a coarser/finer resolution of an image, i.e., the low/high 
frequency part. The orientation o may be in a horizontal, vertical, or diagonal direction. The interscale 
relationships between wavelet coefficients can be converted into the relationships between the parent 
node ws+1,o(x, y) and its four child nodes ws,o(2x + i, 2y + j), 0 i, j  1, with 

|| ws+1,o(x, y)| - | ws,o(2x + i, 2y + j)|| , (12) 
where  is a postive number. 

Slightly different from [23], for each pair consisting of a parent node ws+1,o(x, y) and its four 
child nodes ws,o(2x + i, 2y + j), the maximum magnitude difference is calculated as 

.2,2,max,__ ,,11,0,1 jyixwyxwyxdiffmagmax ososjios         (13) 
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Based on [23], the significance of a parent-child pair is completely dependent on their magnitude 
difference. The larger the difference is, the more significant the parent-child pair is. Here, all the 
“parent-4 children pairs” in a wavelet image will be arranged, i.e., sorted in decreasing order based on 
their maximum magnitude differences. The first L parent-4 children pairs are selected for constructing 
the SDS of an image, where L denotes the SDS length. L should be properly determined in order to 
ensure that the selected parent-4 children pairs are really significant. The selection of L will be 
discussed later. 
 Once the significant parent-4 children pairs are selected, each pair will be assigned a symbol 
representing what kind of relationship this pair carries. According to the interscale relationship 
existing among wavelet coefficients, there are four possible relationship types. Assume the magnitude 
of a parent node p is larger than that of its child node c. When |p|  |c|, the four possible relationships 
of the pair are (a) p  0, c  0; (b) p  0, c < 0; (c) p < 0, c  0; and (d) p < 0, c < 0. To make the 
above-mentioned relationships compact, the relations (a) and (b) can be merged to form a signature 
symbol “+1” when p  0 and c is ignored. On the other hand, the relations (c) and (d) can be merged 
into another signature symbol “-1” when p < 0 and c is ignored. That is, one should keep the sign of 
the larger node unchanged while ignoring the smaller one under the constraint that their original 
interscale relationship is still preserved. Similarly, the signature symbols “+2” and “-2” can be defined 
under the constraint |p| < |c|. In summary, the signature symbol sym(p, c) is defined as 

.02
,02
,01
,01

),(

candcpif
candcpif
pandcpif
pandcpif

cpsym                   (14) 

Those pairs not included in the SDS (outside the first L pairs) will be labeled by the symbol, “0.” Each 
parent-4 children pair in a wavelet image will be labeled by one of the five symbols (+1, -1, +2, -2, 
and 0). Here, the SDS information for a selected parent-4 children pair includes (a) its signature 
symbol (except “0”); (b) the spatial position of the parent node; and (c) the maximum magnitude 
difference. 

C. Proposed Wyner-Ziv Video Codec (ProposedDVC2)
 The block diagram of ProposedDVC2 is shown in Fig. 8. The proposed Wyner-Ziv encoder and 
decoder in ProposedDVC2 are described in the following sections. We also analyze the required 
parameters and the computational complexity. 

C.1. Proposed Wyner-Ziv video encoder in ProposedDVC2
In ProposedDVC2, at the encoder, an input video sequence is divided into several GOPs, in 

which a GOP consists of a key frame followed by several Wyner-Ziv frames. For a frame Ii, i = 0, 1, 
2, …, NFrame – 1, where NFrame denotes the number of frames in a sequence, if i mod GOPSize = 0, 
Ii denotes a key frame; otherwise, it is a Wyner-Ziv frame. 
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Fig. 8. The proposed Wyner-Ziv video codec based on robust media hashing (ProposedDVC2). 

At the encoder, for each frame Ii, the luminance component of the central nn 22  square area 
within the frame is extracted as Fi. For example, for a QCIF frame Ii of size 176×144, the luminance 
component of the central 128×128 (n = 7) square area is extracted as Fi. The remaining area within Ii

is denoted by Bi. In addition, the chrominance components of the whole frame Ii are included in Bi.
Usually, Fi and Bi correspond to the foreground and the background of a frame, respectively, as shown 
in Fig. 9.
 For convenience, some notations are defined as follows. The wavelet image of Fi is denoted by 
Xi. The reconstructed Fi at the decoder is denoted by iF̂ . The wavelet image of iF̂  is denoted by Yi.

The SDS of Fi is denoted by Si. The length of Si is denoted by Li. The reconstructed Bi at the decoder 
is denoted by iB̂ .

 Each key frame Ii is encoded using the H.264/AVC intraframe encoder. An additional operation 

for a key frame is to extract the SDS Si from its foreground Fi of size nn 22 . During the process of 
extracting Si, the DWT is applied to transform Fi to the wavelet image Xi. The SDS Si for Fi with 
length Li is extracted from Xi and stored in the encoder buffer for encoding the previous/next 
Wyner-Ziv frame. The outputs of the H.264/AVC intraframe encoder form the key frame bits. 

 For each Wyner-Ziv frame Ii, its foreground Fi of size nn 22  is extracted and wavelet 
transformed to be Xi. Then, the similarity between Fi and its foreground reference frame Ri is 
evaluated, where Ri can be available from the encoder buffer. Here, the reference frame Ri for Fi is 
determined as follows. 
(a) If the immediate previous frame (Ii-1) of Ii is a key frame, the reference frame for Fi is set to the 

foreground (Fi-1) of Ii-1. That is, Ri = Fi-1.
(b) If the immediate next frame (Ii+1) of Ii is a key frame, the reference frame for Fi is set to the 

foreground (Fi+1) of Ii+1. That is, Ri = Fi+1.
(c) If Ii is between two Wyner-Ziv frames, the reference frame for Fi is set to the frame simply 
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interpolated (averaged) by the foregrounds of the two nearest key frames. 

Fi Bi

Ii

Fi Bi

Ii

Fig. 9. The decomposition of a QCIF video frame Ii into a foreground component (Fi) and a 
background component (Bi).

 For example, consider a video sequence, I0, I1, I2, I3, I4, …, with GOPSize = 4, i.e., I0, I4, I8, … 
are key frames while the others are Wyner-Ziv frames. Based on the above definitions for reference 
frames, the reference frame R1 for F1 is F0, the reference frame R2 for F2 is the frame averaged by F0

and F4, the reference frame R3 for F3 is F4, and so on. The major principle is that the reference frame 
for a Wyner-Ziv frame is derived from neighboring key frames, instead of Wyner-Ziv frames. That is, 
key frames are always intra-encoded with higher quality and intra-decoded. They are more suitable to 
be reference frames for Wyner-Ziv frames. 
 In this study, the PSNR value, PSNR(Fi, Ri), is used to evaluate the similarity between Fi and Ri.
If PSNR(Fi, Ri) < Ta, the SDS length Li of Fi is set to L1. If Ta PSNR(Fi, Ri) < Tb, Li is set to L2. If 
PSNR(Fi, Ri) Tb, Li is set to L3. The relationship among L1, L2, and L3, and the selection of Ta and Tb

will be described later. Finally, the SDS Si for Fi with length Li is extracted from Xi (the wavelet image 
of Fi).

The remaining work for encoding Fi is to extract the most significant wavelet coefficients in Xi

by comparing Si and SRi, which is available from the encoder buffer and extracted from the reference 
frame Ri.
 For Si, each signature symbol symi(p, c) (= +1, -1, +2, -2, or 0) will be compared with the 
corresponding symbol symRi(p, c) in SRi with the same position for the parent node. If symi(p, c)
symRi(p, c), the corresponding parent-4 children pair of symi(p, c) in Si is determined to be significant. 
If symi(p, c) = symRi(p, c)  0, then their corresponding maximum magnitude difference (Eq. (13)) will 
be compared. If the difference of their maximum magnitude differences is larger than a threshold Di,
then the parent-4 children pair corresponding to symi(p, c) is determined to be significant; otherwise, it 
is insignificant. That is, we intend to efficiently extract the wavelet coefficients from the wavelet 
domain Xi of Fi, that are significantly different from the corresponding ones from XRi of Ri. For each 
significant parent-4 children pair, the position of the parent node and their corresponding five 

quantized wavelet coefficients form the Wyner-Ziv bits. Here, for a nn 22 square area Fi, it takes 
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log2( nn 22 ) bits to denote a parent-node position. Similar to [25], a wavelet coefficient, w, is 
quantized as 

5.0ˆ sQww ,                           (15) 
where Qs denotes the quantization parameter for the wavelet scale s that w belongs in, and 

denotes the floor operation. Then all the quantized significant wavelet coefficients are entropy 
encoded. Finally, both the key frame bits and the Wyner-Ziv bits will be transmitted to the decoder. 
An illustrated example for encoding with GOPSize = 4 in ProposedDVC2 is shown in Fig. 10. 
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Fig. 10. An illustrated example for encoding with GOPSize = 4 in ProposedDVC2. 

 Similar to the selection for Li, Di is selected as follows. If PSNR(Fi, Ri) < Ta, Di is set to D1. If Ta

PSNR(Fi, Ri) < Tb, Di is set to D2. If PSNR(Fi, Ri) Tb, Di is set to D3. Obviously, the larger PSNR(Fi,
Ri) is, the more similar Fi and Ri are. When Fi and Ri are similar, significant wavelet coefficients in Fi

different from the corresponding ones in Ri that should be extracted are few, implying that smaller Li

and larger Di should be used, and vice versa. Here, L1, L2, L3, D1, D2, and D3 can be adjusted to 
generate different amounts of the Wyner-Ziv bits under the constraints: L1 L2 L3 and D1 D2 D3.
 For each Wyner-Ziv frame Ii, its background Bi is either encoded using the H.264/AVC 
intraframe encoder or skipped based on the background content differences. That is, if PSNR(Bi, Bi-1)
< TG, where TG is a predefined positive threshold, Bi is encoded using the H.264/AVC intraframe 
encoder. Otherwise, Bi is skipped. Usually, Bi is encoded only for fast-motion video sequences. 
 On the other hand, for the foreground Fi of a Wyner-Ziv frame Ii, if the video contents between 
Fi and Ri are sufficiently different, more significant wavelet coefficients for Fi will be extracted, 
which will be encoded inefficiently. Hence, if PSNR(Fi, Ri) < TF, where TF is a predefined positive 
threshold, Fi will be encoded using the H.264/AVC intraframe encoder. However, this kind of case 
usually occurs only for fast-motion video sequences. 

C.2. Determination of thresholds Ta and Tb

 The determination of Ta and Tb is described as follows. Obviously, if Fi and Ri are very similar, 
i.e., PSNR(Fi, Ri) is sufficiently large, a large value of Li is meaningless. On the other hand, if Fi and 
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Ri are very different, a large value of Li is useful. Now, we want to roughly evaluate the quality of the 
reconstructed Wyner-Ziv frames under different SDS lengths to determine Ta and Tb. The two 
thresholds can be viewed as the break points indicating what SDS length should be used for the 
current Wyner-Ziv frame. They can be approximately determined from the relationship between each 
pair of PSNR(Fi, Ri) and PSNR(Fi, F’i) under different SDS lengths for several video sequences, 
where F’i is obtained as follows. The significant quantized wavelet coefficients for Fi are extracted by 
comparing Si and SRi under different SDS lengths. Only the wavelet coefficients of each parent-4 
children pair for Fi with the symbol different from the corresponding symbol in Ri are filled into the 
wavelet image YRi of iR̂  (the reconstructed Ri at the decoder). The filled image is inverse wavelet 

transformed to obtain F’i. The relationship between PSNR(Fi, Ri) and PSNR(Fi, F’i) under the four 
different SDS lengths is shown in Fig. 11 for GOPSize = 4. It can be observed from Fig. 11 that when 
PSNR(Fi, Ri)  38 dB, the differences among various PSNR(Fi, F’i) values under the four different 
SDS lengths are not significant. However, when PSNR(Fi, Ri) < 34 dB, the differences among the 
PSNR(Fi, F’i) values under the four different SDS lengths are more significant. Here, Ta and Tb are set 
to 34 dB and 38 dB, respectively, based on empirical observations. However, Ta and Tb can be also 
adjusted based on desired target bitrates or current network conditions. That is, if the desired target 
bitrate is with low bitrate, both Ta and Tb should be smaller to induce smaller Li, larger Di, and fewer 
Wyner-Ziv bits. Otherwise, they should be larger. Similarly, if current network traffic load is heavy, 
the low bitrate case should be applied and vice versa. 
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Fig. 11. The relationships between PSNR(Fi, Ri) (the horizontal axis) and PSNR(Fi, F’i) (the 
vertical axis) under the four different SDS lengths. 

C.3. The buffer size for storing SDS information
For the purpose of calculating PSNR(Fi, Ri) and comparing Si and SRi, both Ri and SRi should be 

stored in the buffer. The required buffer size can be calculated as follows. It takes 8× nn 22  bits to 
store uncompressed Ri. For storing SRi, its three components should be stored as follows: (a) it takes 2 

bits to store each signature symbol; (b) it takes log2( nn 22 ) bits to store each parent node position in 
Ri of size nn 22 ; and (c) it takes log2(DiffRi) bits to store the maximum magnitude difference (DiffRi)
for each parent-4 children pair. For SRi with length LRi, it takes LRi×[2 + log2( nn 22 ) + log2(DiffRi)]
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bits to store SRi. Totally, the required encoder buffer size is {8× n4  + LRi×[2 + 2n + log2(DiffRi)]} bits. 
For example, in this study, the maximum possible SDS length is 4096, i.e., max{LRi} = 4096. The 
range for the wavelet coefficients is [-4096, 4096], hence, the maximum possible maximum 
magnitude difference is 4096, i.e., max{DiffRi} = 4096. When Ri is with size 128×128, i.e., n = 7, the 
required buffer size is [8×47 + 4096×(2 + 2×7 + log24096)] bits = 245,760 bits = 30 Kbytes. 

C.4. Proposed Wyner-Ziv video decoder in ProposedDVC2
 At the decoder, each key frame is decoded using the H.264/AVC decoder. For each Wyner-Ziv 
frame Ii, the received Wyner-Ziv bits and the side information are used to reconstruct Yi (the wavelet 

image of iF̂ ). First, the significant wavelet coefficients recorded in the Wyner-Ziv bits are entropy 

decoded and dequantized. Here, the side information is the wavelet image (YRi) of the reconstructed 

foreground reference frame ( iR̂ ), corresponding to Ri. iR̂  denotes the foreground component of the 

immediate previous reconstructed key frame or the immediate next reconstructed key frame or the 
frame interpolated from the two nearest reconstructed neighboring key frames. The side information 
YRi is obtained by wavelet transforming iR̂ . Then, Yi is reconstructed by filling the decoded 

significant wavelet coefficients into the wavelet image YRi. Finally, Yi is directly used to reconstruct Fi

by inverse wavelet transforming Yi to iF̂ . On the other hand, if Fi is intra-encoded at the encoder, it is 

decoded using the H.264/AVC intraframe decoder as iF̂ . For reconstruction of the background 

component, if Bi is skipped at the encoder, it is reconstructed by copying the corresponding regions in 

the immediate previous reconstructed frame as iB̂ . Otherwise, it is decoded using the H.264/AVC 

intraframe decoder as iB̂ . Finally iF̂  and iB̂  are combined to reconstruct Ii as Îi.

D. Computational Complexity of ProposedDVC2 
 The computational complexity of ProposedDVC2 is dominated by those of the DWT, SDS 
extraction, and entropy encoding. The heaviest task in the SDS extraction is the sorting operation, 
which can be efficiently performed by using the quick sort algorithm. Without performing motion 
estimation, the computational complexity of the proposed encoder should be in the similar order of 
that of a conventional intraframe encoder, consisting of the DCT and entropy coding. On the other 
hand, the computational complexity of the proposed Wyner-Ziv video decoder is dominated by those 
of the inverse DWT and entropy decoding, which is in the order of a conventional intraframe decoder. 
Hence, unlike most existing Wyner-Ziv video codecs, ProposedDVC2 is with light encoder and light 
decoder. However, the decoder will induce some delay due to the fact that the reference frames for 
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some Wyner-Ziv frames should be derived from the next key frame of the next GOP. For example, the 
second Wyner-Ziv frame in a GOP with GOPSize = 4 will have 2-frame delays. The third Wyner-Ziv 
frame in a GOP with GOPSize = 4 will have 1-frame delay. The maximum possible decoding delay 
(DD) for GOPSize  3 is GOPSize – 2, i.e., 0 DD GOPSize – 2 for GOPSize  3. When 1 
GOPSize  2, there is no decoding delay (DD = 0). 

IV. SIMULATION RESULTS

A. Experimental Setting 
 Several QCIF video sequences formatted with different GOP sizes (GOPSize = 2, 4, and 8), 
frame rate (10 frames per second (fps)), and encoded with several different bitrates were used to 
evaluate the two proposed Wyner-Ziv video codecs (ProposedDVC1 and ProposedDVC2). In 
ProposedDVC1, 4×4 DCT (N = 4) was used. Here, the bitrates were adjusted by changing the 
quantization parameters (QPs) of the H.264/AVC encoder for key frames, changing the quantizers for 
Wyner-Ziv frames, and changing the number of blocks for each coding mode (i.e., changing T1 and 
T2). The number of reference frames for motion compensation at the decoder was set to 1. 

In ProposedDVC2, the central square area with size 128×128 (n = 7) was extracted for each 
frame. The SDS for each 128×128 square area was extracted by setting the size of lowest frequency 
subband in the wavelet domain to 16×16. Here, the bitrates were adjusted by changing the QPs of the 
H.264/AVC encoder for key frames and the parameters, L1, L2, L3, D1, D2, D3, Qs, TF, and TG for 
Wyner-Ziv frames. A guideline for empirically adjusting L1, L2, L3, D1, D2, and D3 under the 
constraints, L1 L2 L3 and D1 D2 D3, was found to be 4096 L1 L2 L3  512 and 30 D1

D2 D3  240. For example, if the QP of the H.264/AVC intraframe encoder is set to 33, then L1 = 
2048, L2 = 1024, L3 = 1024, D1 = 20, D2 = 20, D3 = 25, Q0 = 20, Q1 = 20, Q2 = 30, Q3 = 30, TF = 29 
dB, and TG = 28 dB can be set to yield the bitrate = 62.39 kbps and PSNR = 34.88 dB for the Hall
Monitor sequence. Here, all the parameters are adjusted in order to achieve the desired bitrates. One 
can adjust the QP of the H.264/AVC intraframe encoder to approximately achieve the desired bitrate, 
and then, adjust L1, L2, L3, D1, D2, D3, and Qs to accurately achieve the desired bitrate. The larger the 
QP of the H.264/AVC intraframe encoder is, the smaller the achieved bitrate is, and vice versa. The 
larger L1, L2, and L3 are, the higher the achieved bitrate is, and vice versa. The larger D1, D2, and D3

are, the smaller the achieved bitrate is, and vice versa. The larger Qs is, the smaller the achieved 
bitrate is, and vice versa. Given a fixed QP of the H.264/AVC intraframe encoder, gradually adjusting 
L1, L2, L3, D1, D2, D3, and Qs will gradually change the achieved RD performance, and then make the 
RD performance become saturation. On the other hand, TF and TG are usually set to be smaller to 
make intraframe refresh for a Wyner-Ziv frame occur infrequently. 

The H.264/AVC intraframe coding (GOPSize = 1) and H.264/AVC interframe coding [2] were 
employed for comparison with the two proposed codecs. Here, the setting for the H.264/AVC 
interframe coding is as follows: (a) the same GOP sizes (GOPSize = 2, 4, and 8) were employed; (b) 
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each I frame was adjusted to the same as the corresponding key frames in the two proposed codecs; (c) 
the bitrates were adjusted by changing the QPs for each frame; (d) the number of the reference frames 
was set to 1; and (e) the RD optimization was off. The test video sequences were categorized as very 
slow-motion (Claire), slow/middle-motion (Hall monitor, Mother and daughter, and Salesman), and 
fast-motion (Carphone) sequences. 

B. RD Performance Comparison
In this section, the RD performance comparison was conducted under (very) low bitrates for the 

Carphone, Claire, Hall monitor, Mother and daughter, and Salesman sequences under four different 
methods, i.e., ProposedDVC1, ProposedDVC2, H.264/AVC interframe coding, and H.264/AVC 
intraframe coding. The obtained results are shown in Figs. 12-19. Examples of the video frames for 
the Hall Monitor sequence with GOPSize = 4 decoded using the H.264/AVC interframe coding, 
ProposedDVC1, ProposedDVC2, and the H.264/AVC intraframe coding at similar bitrates are shown 
in Fig. 20 for visual quality inspection, where the initial frame number is zero. 

For the very slow-motion sequence (Claire), several observations can be found from Fig. 12. 
They are described as follows: (a) when GOPSize = 2, the RD performance of ProposedDVC1 is 
slightly better than those of H.264/AVC interframe coding and ProposedDVC2 among various 
evaluated bitrates. The PSNR performance gains of the two proposed codecs above those of the 
H.264/AVC intraframe coding are from 3 to 4 dB. The PSNR performance gaps between 
ProposedDVC2 and the H.264/AVC interframe coding are within 1 dB; (b) when GOPSize = 4 (also 
highlighted in Fig. 13), the PSNR performance of ProposedDVC2 slightly above that of 
ProposedDVC1 is within 1 dB. The PSNR performance gains of the two proposed codecs above those 
of the H.264/AVC intraframe coding are from 4 to 6 dB. The PSNR performance gaps between the 
two proposed codecs and the H.264/AVC interframe coding are from 1 to 3 dB; and (c) when 
GOPSize = 8, the PSNR performance gains of ProposedDVC1 are better than those of 
ProposedDVC2 from 0.5 to 2 dB. The PSNR performance gains of the two proposed codecs above 
those of the H.264/AVC intraframe coding are from 0.5 to 7 dB. The PSNR performance gaps 
between the two proposed codecs and the H.264/AVC interframe coding are from 5 to 7 dB. 

In conventional video coding (e.g., H.264/AVC), the coding performance with larger GOP size is 
usually better than that with smaller GOP size due to motion estimation can efficiently reduce 
temporal redundancy. However, it is not usually true for distributed video coding due to the fact that 
all frames are intra encoded. Based on the above observations for the very slow-motion sequence 
(Claire), when GOPSize = 2, there is only one Wyner-Ziv frame between two key frames. For 
ProposedDVC1, good side information can be obtained and many blocks are skipped due to the very 
slow motion. For ProposedDVC2, only a few Wyner-Ziv bits are generated. For H.264/AVC 
interframe coding, due to the fact that only one P frame is between two I frames, the motion 
estimation is not very efficient. Hence, the performances of the two proposed codecs are very close to 
that of H.264/AVC interframe coding. When GOPSize = 4, ProposedDVC2 can outperform 
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ProposedDVC1 due to ProposedDVC1 spends too many bits to denote the coding mode information 
(even for many blocks with skip mode) whereas ProposedDVC2 only spends a few bits for significant 
differences between successive frames due to the very slow motion. When GOPSize = 8, the RD 
curves of the two proposed codecs become flat quickly due to the fact that more bits from fewer key 
frames used cannot be efficiently employed for simple texture information in the Claire sequence 
without performing motion estimation. The H.264/AVC interframe coding can efficiently employ 
more bits and significantly outperform the two proposed codecs due to the larger GOP size, slow 
motion, and simple texture information in the Claire sequence. The RD performance of the 
H.264/AVC intraframe coding can quickly come up with those of the two proposed codecs due to the 
intraframe coding can efficiently employ data bits for simple texture information in the Claire
sequence. In addition, it can be observed from Fig. 12 that the two proposed codecs with GOPSize = 4 
roughly outperform those with GOPSize = 2 and GOPSize = 8. In summary, it is recommended that 
the two proposed codecs with GOPSize = 4 are more suitable for very slow motion sequences. 
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Fig. 12. RD performance for the Claire sequence with different GOP sizes. 
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Fig. 13. RD performance for the Claire sequence with GOPSize = 4.
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For the Hall monitor sequence (slow/middle-motion), several observations can be found from 
the obtained RD performance, as shown in Fig. 14. When GOPSize = 2, the RD performance of 
ProposedDVC1 is slightly better than those of H.264/AVC interframe coding and ProposedDVC2. 
The PSNR performance gains of the two proposed codecs above those of the H.264/AVC intraframe 
coding are from 3 to 4 dB. The PSNR performance gaps between ProposedDVC2 and the H.264/AVC 
interframe coding are within 1 dB. When GOPSize = 4, the PSNR performance gains of 
ProposedDVC1 are slightly better than those of ProposedDVC2 (within 1 dB). The PSNR 
performance gains of the two proposed codecs above those of the H.264/AVC intraframe coding are 
from 5 to 6 dB. The PSNR performance gaps between the two proposed codecs and the H.264/AVC 
interframe coding are from 1 to 2 dB. The results of the two proposed codecs for GOPSize = 4 are 
comparable with the results shown in [14]. When GOPSize = 8, the PSNR performance gains of 
ProposedDVC1 are 2~3 dB higher than those of ProposedDVC2. The PSNR performance gains of 
ProposedDVC1 above those of the H.264/AVC intraframe coding are from 6 to 8 dB. The PSNR 
performance gains of ProposedDVC2 above those of the H.264/AVC intraframe coding are from 3 to 
6 dB. The PSNR performance gaps between ProposedDVC1 and the H.264/AVC interframe coding 
are from 1 to 2 dB. The PSNR performance gaps between ProposedDVC2 and the H.264/AVC 
interframe coding are from 3 to 5 dB. The results of ProposedDVC1 for GOPSize = 8 are comparable 
with the results shown in [15]. 
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Fig. 14. RD performance for the Hall monitor sequence. 

Based on the above observations for the Hall monitor sequence, when GOPSize = 2, for 
ProposedDVC1, good side information can be obtained and the background areas are almost still due 
to most motions occur in the foreground areas. For ProposedDVC2, only a few Wyner-Ziv bits are 
generated. Hence, the performance of the two proposed codecs is very close to that of H.264/AVC 
interframe coding. When GOPSize = 4, ProposedDVC1 can slightly outperform ProposedDVC2 due 
to the decoder’s motion compensation in ProposedDVC1 is efficient for some foreground motions 
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whereas ProposedDVC2 should spend more bits for significant differences between successive frames 
due to foreground motions. When GOPSize = 8, ProposedDVC1 can significantly outperform 
ProposedDVC2 due to GOPSize = 8 is too large for ProposedDVC2 without performing motion 
estimation. In addition, it can be observed from Fig. 14 that ProposedDVC1 with GOPSize = 4 
consistently outperform that with GOPSize = 2 and can outperform that with GOPSize = 8 when the 
bitrate approaches 120 kbps. Similarly, ProposedDVC2 with GOPSize = 4 consistently outperforms 
that with GOPSize = 2 and can outperform that with GOPSize = 8 when the bitrate approaches 70 
kbps. In summary, it is recommended, again, that the two proposed codecs with GOPSize = 4 are 
more suitable for the Hall monitor sequence. 

For the Salesman sequence (slow/middle-motion), several observations can be found from the 
obtained RD performance, as shown in Fig. 15. The simulation results with GOPSize = 2 and 
GOPSize = 4 are similar to those of the Hall monitor sequence with GOPSize = 2 and GOPSize = 4, 
respectively. When GOPSize = 8 (also highlighted in Fig. 16), the PSNR performance gains of 
ProposedDVC1 are 0.5~1 dB higher than those of ProposedDVC2. The PSNR performance gains of 
ProposedDVC1 above those of the H.264/AVC intraframe coding are from 6 to 8 dB. The PSNR 
performance gains of ProposedDVC2 above those of the H.264/AVC intraframe coding are from 6 to 
7 dB. The PSNR performance gaps between ProposedDVC1 and the H.264/AVC interframe coding 
are from 1 to 3 dB. The PSNR performance gaps between ProposedDVC2 and the H.264/AVC 
interframe coding are from 1 to 4 dB. The results of the two proposed codecs for GOPSize = 8 are 
comparable with the results shown in [15]. 
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Fig. 15. RD performance for the Salesman sequence. 

In Fig. 16, it can be observed that when GOPSize = 8, the performance gap between the two 
proposed codecs is smaller than that of the Hall monitor sequence. The reason is that some slight 
“occlusions” occur in the Hall monitor sequence. That is, an object appears in a frame, but does not 
exist in the previous frame. In this situation, ProposedDVC2 will spend more bits to denote the frame 
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containing the appeared object. However, no such situations appear in the Salesman sequence. In 
addition, it can be observed from Fig. 15 that the two proposed codecs with GOPSize = 8 outperform 
those with GOPSize = 2 and GOPSize = 4. In summary, it is recommended again that the two 
proposed codecs with GOPSize = 8 are more suitable for the Salesman sequence. 
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Fig. 16. RD performance for the Salesman sequence with GOPSize = 8.

For the Mother and daughter sequence (slow/middle-motion), several observations can be found 
from the obtained RD performance, as shown in Fig. 17. The simulation results with GOPSize = 2 and 
GOPSize = 4 are similar to those of the Hall monitor sequence with GOPSize = 2 and GOPSize = 4, 
respectively, except that the PSNR performance gains of the two proposed codecs above those of the 
H.264/AVC intraframe coding are slightly worse than those of the Hall monitor sequence. The reasons 
are that a few fast motions (e.g., the movement of the mother’s hand) appear occasionally and in fact, 
the performance gaps between the H.264/AVC interframe coding and the H.264/AVC intraframe 
coding are smaller. If the performance of the two proposed codecs cannot further approach that of the 
H.264/AVC interframe coding, the performance gains above those of the H.264/AVC intraframe 
coding will be smaller. For GOPSize = 8, it is too large for the two proposed codecs. Hence, GOPSize
= 4 is more suitable for the Mother and daughter sequence. In summary, it is recommended again that 
the two proposed codecs with GOPSize = 4 are more suitable for most slow/middle-motion 
sequences.

For the Carphone sequence (fast-motion), several observations can be found from the obtained 
RD performance, as shown in Fig. 18. When GOPSize = 2 (also highlighted in Fig. 19), the RD 
performance of ProposedDVC1 above that of ProposedDVC2 is about 1 dB. The PSNR performance 
gains of the two proposed codecs above those of the H.264/AVC intraframe coding are from 1 to 2.5 
dB. The PSNR performance gaps between the two proposed codecs and the H.264/AVC interframe 
coding are from 0.5 to 3 dB. As for GOPSize = 4 and GOPSize = 8, they are too large for the two 
proposed codecs. Although the main object in the Carphone sequence does not perform very large 
motions, many large global motions exist in the sequence. In summary, it is recommended that the 
two proposed codecs with GOPSize = 2 are more suitable for fast-motion sequences. 
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Fig. 17. RD performance for the Mother and Daughter sequence. 
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Fig. 18. RD performance for the Carphone sequence. 
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Fig. 19. RD performance for the Carphone sequence with GOPSize = 2.

It can be observed from Fig. 20, the visual qualities of the decoded frames of the two proposed 
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codecs are better than that of the H.264/AVC intraframe coding, and comparable with those of the 
H.264/AVC interframe coding and the uncompressed frame for the Hall Monitor sequence with 
GOPSize = 4. 

(a)                          (b)                         (c) 

            (d)                          (e) 
Fig. 20. The 97th frame for the Hall monitor sequence with GOPSize = 4: (a) the uncompressed 
frame; (b) H.264/AVC interframe coding at bitrate =93.05 kbps (PSNR = 39.39 dB); (c) 
ProposedDVC1 at bitrate = 90.36 kbps (PSNR = 38.02 dB); (d) ProposedDVC2 at bitrate = 
90.85 kbps (PSNR = 37.70 dB); and (e) H.264/AVC intraframe coding at bitrate = 90.22 kbps 
(PSNR = 31.93 dB). 

In summary, the two proposed Wyner-Ziv video codecs with GOPSize = 4 are more suitable for 
video sequences with slow or slow/middle-motions while those with GOPSize = 2 are more suitable 
for fast-motion video sequences. The two proposed codecs with GOPSize larger than 2 are not 
suitable for fast-motion video sequences with large, global motions due to the fact that only few 
blocks can be skipped in ProposedDVC1 and larger amounts of Wyner-Ziv bits will be generated in 
ProposedDVC2. On the other hand, based on the motion vector accuracy analysis shown in Figs. 5-7 
and RD performances shown in Figs. 12-19 for ProposedDVC1, it can be observed that the motion 
vector accuracy, i.e., the side information quality, indeed dominates the whole coding performance. 
Although there are performance gaps between each of the two proposed codecs and the H.264/AVC 
interframe coding, it is worth noting that the computational complexities of the two proposed 
encoders are significantly lower than that of the H.264/AVC interframe encoder. This is because the 
H.264/AVC interframe encoder will perform complex motion estimation. As the computational 
complexity of the H.264/AVC interframe encoder performing motion estimation is much higher than 
those of the two proposed encoders, in order to make the comparisons as fair as possible, the same 
GOP size is used and the number of reference frames is fixed to 1 during RD performance 
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comparisons. However, the computational complexity of the employed H.264/AVC interframe 
encoder is still much higher than those of the two proposed encoders. On the other hand, although the 
performance of ProposedDVC2 is usually (slightly) worse than that of ProposedDVC1, the 
computational complexity of the decoder in ProposedDVC2 is significantly lower than that in 
ProposedDVC1.

V. CONCLUSIONS AND FUTURE WORKS

 In this paper, a Wyner-Ziv video codec with coding mode-aided motion compensation at the 
decoder (ProposedDVC1) and a Wyner-Ziv video codec based on the robust media hashing 
(ProposedDVC2) were proposed. ProposedDVC1 is with light encoder and heavy decoder, and has 
the following characteristics: (a) for each block, a large amount of candidate blocks are evaluated 
based on some criteria derived from the RS decoding and the best neighborhood matching to find the 
best candidate block as the side information; (b) ECC decoding is applied to participate in generating 
side information; (c) no feedback channel is required. ProposedDVC2 is with light encoder and light 
decoder, and has the following characteristics: (a) no motion-compensated interpolation/extrapolation 
is performed at both the encoder and the decoder; (b) no ECC is applied; (c) no feedback channel is 
required. The two proposed Wyner-Ziv video codecs have been shown to present significant gains 
over the H.264/AVC intraframe coding while having comparable encoding complexity. Unavoidably, 
there is still a performance gap from the H.264/AVC interframe coding due to the H.264/AVC 
interframe coding performs complex motion estimation at the encoder. 
 ProposedDVC1 is suitable for a scenario where the decoder can support high computational 
capability. For example, in a video sensor network, there may be thousands of low-complexity 
encoder devices (video sensors) and only one or a few high-complexity decoder devices (decoding 
center). ProposedDVC2 is suitable for a scenario where both the encoder and decoder are with 
low-complexity restrictions. For example, a pair of wireless mobile camera phones can communicate 
with each other directly without intermediate transcoder support. For future research, the two 
proposed Wyner-Ziv video codecs will be extended to multiview distributed video coding scenarios 
[26]-[27], in which more accurate side information may be generated based on the information from 
multiple views. In the multiview DVC methods [26]-[27], the basic paradigm for single view DVC 
similar to [7], [13] is naturally extended to multiview DVC. Video frames from different views are 
encoded independently and decoded jointly. That is, inter-view communication is not allowed at the 
encoder. However, we observe that if few data exchanges (e.g., hash information exchange) among 
views can be allowed at the encoder, more inter-view redundancies can be removed. In addition, the 
two proposed codecs will be applied in practical distributed environments (e.g., video sensor network 
[28] or multihop wireless network [29]). On the other hand, the rate control, error resilience, and 
security issues deserve further studying. 
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