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Abstract

As the number of opportunistic networking applications continues to surge, the need for an effective routing

scheme that can accommodate the various types of intricate behavior observed in opportunistic networks is becoming

increasingly urgent. In this paper, we propose the HEC-PF scheme, an enhancement of our previous H-EC scheme

for effective data forwarding in opportunistic networks. The enhanced scheme modifies the aggressive forwarding

phase of the H-EC scheme by implementing a new Probabilistic Forwarding feature, which decides whether to

forward a message to a newly encountered node based on the delivery probability. Using simulations as well

as both synthetic and realistic network traces, we evaluate the performance of the proposed scheme in terms

of delivery latency and completion ratio. The results show that the HEC-PF scheme outperforms the EC and

H-EC schemes in all test cases, and the performance gain is even more substantial when network connectivity is

extremely poor. By varying the parameters of the HEC-PF scheme, we show that its completion ratio improves as the

maximum forwarding distance or the hop distance considered when calculating the delivery probability increases.

The effectiveness of the HEC-PF scheme makes it an ideal solution that goes a long way toward ensuring effective

data delivery in opportunistic networks.

I. INTRODUCTION

An opportunistic network is a type of challenged network that has the following characteristics: (1)

network contacts (i.e., communication opportunities) are intermittent; (2) an end-to-end path between the

source and the destination has never existed; (3) disconnection and reconnection are common occurrences;



and (4) the link performance is highly variable or extreme. Because of various disruptions and long delays,

traditional MANET and Internet routing techniques can not be applied directly in opportunistic networks.

Hence, with the development of numerous opportunistic networking applications, such as wireless sensor

networks (WSN) [6] [31], underwater sensor networks (UWSN) [13], pocket switched networks (PSN)

[10] [17], people networks [27] [29], and transportation networks [3] [7] [19], it is necessary to develop an

effective data forwarding scheme that can better accommodate the various characteristics of opportunistic

networks.

Several data forwarding schemes have been proposed for opportunistic networks [7] [15] [20] [21] [24]

[28] [30] [34]. Such schemes can be divided into two main categories, replication-based and coding-based,

according to their basic technical strategies. Replication-based routing schemes are the most popular design

choice for existing opportunistic routing schemes. Basically, such schemes input multiple identical copies

of data into the network, and rely on node mobility to forward the data to the destination [28]. A message

is regarded as successfully delivered when at least one of the multiple copies is received by the destination.

Intuitively, if the number of replicas in the network is sufficiently large, replication-based schemes should

achieve the best delay performance (i.e., the shortest delivery latency) in opportunistic networks. However,

the main drawback of this type of scheme is the tremendous traffic overhead associated with flooding a

network with data replicas. As a result, when network resources are limited (e.g., the buffer space and

network bandwidth), replication-based schemes will probably degrade performance reliability (i.e., the

delivery ratio) unless additional overhead reduction strategies are in place to alleviate the traffic overhead

(e.g., [7] [15] [20] [24]).

For coding-based routing schemes, a message (or group of messages) is transformed into another format

prior to transmission [30] [34]. The design principle of these schemes is to embed additional information

(e.g., redundancy [30] or a decoding algorithm [34]) in the coded blocks such that the original message

can be successfully reconstructed with only a certain number of the coded blocks. More precisely, unlike

replication-based schemes, which rely on successful delivery of each individual data block, coding-based

schemes consider a block successfully delivered when enough blocks are received to reconstruct the

original data. As a result, coding-based schemes are usually more robust than replication-based schemes

when a network’s connectivity is extremely poor; however, they are less efficient when the network is

fairly connected due to additional information embedded in the coded blocks.



In [12], Chen et al. proposed a hybrid scheme, called H-EC, which combines the strengths of replication-

based schemes and coding-based schemes by integrating their respective aggressive forwarding technique

and erasure coding technique. Hence, the H-EC scheme not only remains robust when the network

connectivity is extremely poor, but also performs efficiently when the network is fairly connected. Even

so, the performance of the scheme depends to a large extent on the message scheduling algorithm used in

the aggressive forwarding phase. This aspect has not been discussed extensively and algorithms have only

been implemented in a First-Come-First-Served (FCFS) fashion [4]. Thus, in this paper, we investigate

effective message scheduling algorithms that consider both the frequency and volume of contacts in a

network’s history, and thereby substantially improve the data forwarding performance of the H-EC scheme

in opportunistic networks.

The remainder of the paper is organized as follows. In Section II, we review related works on oppor-

tunistic routing, and provide an overview of the H-EC scheme. In Section III, we propose the HEC-PF

scheme, which employs the Probabilistic Forwarding feature in the aggressive forwarding phase of the

H-EC scheme. Section IV presents a comprehensive set of simulation results for various opportunistic

network scenarios; the results are also analyzed and explained in detail. We then present our conclusions

in Section V.

II. RELATED WORK AND OVERVIEW OF THE H-EC SCHEME

A. Related Work

Routing in an opportunistic network is challenging and completely different to conventional network

routing methods. In opportunistic networks, an ideal routing scheme has to provide reliable data delivery,

even when the network’s connectivity is intermittent or when an end-to-end path is temporally unavailable.

Moreover, since “contacts” in an opportunistic network may appear arbitrarily without prior information,

scheduled optimal routing methods (e.g., linear programming routing in delay tolerant networks of sched-

uled contacts [18]) and mobile relay approaches (e.g., Message Ferrying [35] [36]) cannot be directly

applied.

Currently, replication is the most popular design choice for opportunistic routing schemes. For instance,

the Epidemic Routing scheme [28] sends identical copies of a message simultaneously over multiple paths

to mitigate the effects of a single path failure, thereby increasing the possibility of successful message



Fig. 1. Illustration of the erasure coding-based data forwarding algorithm (EC). In this figure, one erasure coded block (A) is split equally
among four relays (n = 4).

delivery. However, flooding a network with duplicate data tends to be very costly in terms of traffic

overhead and energy consumption.

To address the excess traffic overhead incurred by flooding replicate data, the Controlled Flooding

proposed in [15] reduces the flooding cost while maintaining reliable message delivery. Under this scheme,

message flooding is controlled by three parameters, namely, willingness probability, Time-to-Live, and

Kill Time. Additionally, once the receiver successfully receives a message, a Passive Cure is generated

to “heal” the nodes that have been “infected” by the message. Because of its ability to resolve the

problem of excessive traffic overhead while providing reliable data delivery, the controlled flooding scheme

substantially reduces the network overhead.

Node mobility also impacts on the effectiveness of opportunistic routing schemes. When network

mobility differs from the well-known random way-point mobility model (e.g., the Pursue Mobility Model

[8] or the Reference Point Group Mobility Model [16]), the overhead of epidemic- and/or flooding-based

routing schemes can be further reduced by considering node mobility, as shown by previous studies. For

instance, the PRoPHET scheme [23] calculates the delivery predictability from a node to a particular

destination node based on the observed contact history, and forwards a message to its neighboring node

if and only if that neighbor node has a higher delivery predictability value. Leguay et al. [20] revised

this scheme by taking a node’s mobility pattern into account, i.e., a message is forwarded to a neighbor

node if and only if the neighbor node has a mobility pattern similar to that of the destination node. The

approach described in [20] [21] shows that the revised mobility pattern-based scheme is more effective

than previous methods.

Another class of opportunistic network routing schemes is based on encoding techniques, which trans-

form a message into another format prior to transmission. For example, the integration of network coding

and epidemic routing techniques has been proposed to reduce the number of transmissions required in

a network [34], while [30] proposes combining erasure coding and the simple replication-based routing

method to improve the data delivery in the worst delay performance cases in opportunistic networks.



Fig. 2. Illustration of the A-EC scheme, i.e., EC with aggressive forwarding. In this figure, four erasure coded blocks (A,B,C,D) are
transmitted, and n = 4.

Fig. 3. Illustration of the H-EC scheme. Under the scheme, two copies of four erasure coded blocks (A,B,C,D) are transmitted: the first
copy of EC blocks (the white blocks) is sent using the EC algorithm, and the second copy (the gray blocks) is sent using the A-EC algorithm
in the residual contact time. Each coded block is split into 4 equal-sized sub-blocks (n = 4). This is actually the HEC-SF scheme, which
we will elaborate on in the next subsection.

Following the erasure coding-based data forwarding scheme proposed in [30], an Estimation-based

Erasure-Coding (EBEC) routing scheme has been proposed to adapt the delivery of erasure coded blocks

using the Average Contact Frequency (ACF) estimate [22]. Moreover, [12] proposes a hybrid scheme that

combines the strength of erasure coding and the advantages of Aggressive Forwarding, so that it is robust

in worst delay performance cases, and performs efficiently in very small delay performance cases.

B. H-EC: An Overview

Erasure coding is a scheme that provides better fault-tolerance by adding redundancy without the

overhead of strict replication of the original data [33]. Two of the most popular erasure coding algorithms

are Reed-Solomon coding and Low-Density Parity-Check (LDPC) based coding (e.g., Gallager codes,

Tornado codes, and IRA codes) [25] [26]. These algorithms differ in the degree of encoding/decoding

efficiency, the replication factor, and the minimum number of code blocks needed to reconstruct a message.

The selection of an appropriate erasure coding algorithm is not within the scope of this paper, since our

work is based on the concept of generic erasure coding.

In a generic erasure coding scheme, given a message of size S bytes, a replication factor of erasure

coding r, and a coded message fragmented into several blocks of identical size b bytes, one can obtain the

number of coded blocks by N = S×r
b

. Moreover, this message can be successfully reconstructed as long

as 1
r

of the coded blocks are received, i.e., the minimal number of coded blocks required to successfully

reconstruct the message is N/r.

In [30], an Erasure Code-based forwarding algorithm (EC) is proposed, as illustrated in Fig. 1. In

this scheme, the erasure coded blocks are split equally among n relays, which are only allowed to send



messages to the destination directly (this is the well-known “two-hop” scenario used in [9] [14]). Each

relay forwards the same number of coded blocks (there are no duplicates in a relay). The number of

blocks forwarded by each relay can be obtained by1

N

n
=

Sr

bn
(1)

As reported in [30], the EC scheme can provide the best worst-case delay performance with a fixed

amount of overhead. However, the drawback of the EC scheme is that it can not provide good very

small delay performance compared to other popular replication-based approaches. The reason for this

inefficiency lies in its block allocation method. In the EC scheme, the number of transmitting blocks

in each contact is fixed (i.e., Sr
bn

, in accordance with Eq. 1) regardless of the duration of each contact.

As a result, the EC scheme can only utilize each network contact effectively when the contact duration

is slightly longer than the time required to send the relayed data. If most network contacts are much

longer than the required time, the EC scheme tends to waste the residual contact period, which results in

ineffectiveness, as illustrated in Fig. 1.

To resolve this problem, [12] proposed an enhanced scheme called A-EC, i.e., EC with an aggressive

forwarding feature, as shown in Fig. 2. In this scheme, the source sends as many coded blocks as possible

during each contact (totally Sr
bn

blocks, i.e., Sr
n

bytes). It has been shown that the A-EC scheme is better

able to utilize network contacts; thus, it can be expected to outperform the EC scheme for very small delay

performance cases. However, for worst delay performance cases, it has been shown that A-EC yields a

poor delivery ratio and/or a very large delivery delay when black-holes2 are present in the network [12].

Taking advantage of the strengths of the EC and A-EC schemes to achieve better message delivery

performance in both worst delay performance and very small delay performance cases, Chen et al. proposed

a hybrid scheme, called H-EC, which is illustrated in Fig. 3.

In the H-EC scheme, two copies of EC blocks (constructed based on the erasure coding and replication

techniques described previously) are transmitted by the sender. The first copy of EC blocks is sent in a

similar way to how the original EC scheme sends blocks (shown as white blocks in Fig. 3), while the

second copy is sent using aggressive forwarding during the residual contact time after sending the first
1For simplicity, following [12] [30], we assume that N=n for all cases.
2A node in a network is called a black-hole if it is either unreliable (e.g., it has very limited battery power and/or buffer size) or it hardly

moves towards the destination [12].



EC block (shown as gray blocks in Fig. 3). For general opportunistic network scenarios (i.e., without

black-hole nodes), the H-EC scheme utilizes each contact opportunity better because of the aggressive

forwarding feature; however, if black-hole nodes are present in the network, the scheme’s performance

is expected to be similar to that of the EC scheme, which achieves better forwarding in worst delay

performance cases.

The performance of the H-EC scheme depends to a large extent on the message scheduling algorithm

used in the aggressive forwarding phase, which is not discussed in [12]. However, in this paper, we assess

the impact of probabilistic message scheduling algorithms on the performance of H-EC routing. To this

end, we propose an extension of the H-EC scheme, called HEC-PF, in the following section.

III. HEC-PF: H-EC WITH PROBABILISTIC FORWARDING

In this section, we propose a message scheduling algorithm, called Probabilistic Forwarding, for the

aggressive forwarding phase of the H-EC scheme. The resulting scheme is called HEC-PF. Unlike the

H-EC scheme [12], which tries to forward the second copy of EC coded blocks (after sending one block

of the first EC coded blocks) in sequence until the end of the network contact period, the HEC-PF scheme

does NOT enter the aggressive forwarding phase unless a newly encountered node has a higher likelihood

of successfully forwarding the message to the destination node than the current node. We describe the

HEC-PF scheme in the following sub-sections.

A. Delivery Probability

The key issue for the HEC-PF scheme is how to estimate the likelihood of successfully transmitting

a message from a given node to the destination node. Similar to the PRoPHET scheme [23], the HEC-

PF scheme estimates the delivery probability based on the observed contact history. However, unlike

PRoPHET, the HEC-PF scheme considers the contact frequency in the history as well as the contact

volume, which represents the proportion of time that the two nodes are in contact in the last T time units.

More specifically, if there are K nodes in the network, we denote the i-th node as Xi, the j-th node as

Xj , the aggregate contact volume between the node pair Xi and Xj in the last T time units as tXi,Xj
,

and the delivery probability for the node pair Xi and Xj with a distance of at most k-hops as P k
Xi,Xj

.

The one-hop delivery probability from the source node (XS) to the destination node (XD) is given by the



ratio of the aggregate contact volume over the overall contact volume3, as shown in Eq. 2.

P 1
XS ,XD

=
tXS ,XD∑K
i=1 tXS ,Xi

(2)

In addition, the two-hop delivery probability, P 2
XS ,XD

, can be derived by Eq. 3. The equation is comprised

of three components: the scaling constant, ω2 ∈ [0...1], which decides the impact of two-hop message

transfer on the overall delivery probability; the likelihood value, 1−P 1
XS ,XD

, which is the probability that

a message can not be transmitted directly from node XS to node XD (i.e., it is impossible to complete

the message delivery in one hop); and the sum of the two-hop transitive delivery probability based on the

transitive property, i.e., if node XS frequently encounters node Xi, and node Xi frequently encounters

node XD, then Xi is a good candidate relay node for forwarding messages from node XS to node XD.

P 2
XS ,XD

= ω2(1− P 1
XS ,XD

)
∑

1≤i≤K
i6=S,i6=D

(P 1
XS ,Xi

P 1
Xi,XD

) (3)

Similarly, the three-hop delivery probability can be estimated by Eq. 4 and the k-hop delivery probability

can be derived by Eq. 5. Finally, the delivery probability of transferring a message from node XS to node

XD is given by summing the delivery probabilities of all k cases, as shown by Eq. 6.

P 3
XS ,XD

= ω3(1− P 1
XS ,XD

− P 2
XS ,XD

)×
∑

1≤i,j≤K
i 6=S,i6=D
j 6=S,j 6=D

(P 1
XS ,X1

P 1
X1,X2

P 1
X2,XD

) (4)

P k
XS ,XD

= ωk

(
1−

k−1∑
i=1

P i
XS ,XD

)
×

∑
1≤ai≤K,

ai 6=S,ai 6=D,
ai 6=aj ;∀1≤i,j≤k

(
P 1

XS ,Xa1

(
k−2∏
i=1

P 1
Xai ,Xai+1

)
P 1

Xak−1
,XD

)
(5)

3If i == j, tXi,Xj = 0.



Fig. 4. The flowchart of the HEC-PF scheme.

PXS ,XD
=

k∑
i=1

P i
XS ,XD

(6)

Note that deciding an adequate value for k involves a tradeoff. On the one hand, the larger the value

of k, the more accurately we can approximate the delivery probability; on the other hand, using a large k

is very likely to incur an enormous storage and computation overhead. An ideal solution would be able

to adapt its k settings to the properties of the network. For simplicity, we set k to a constant value in the

simulations, and defer a detailed discussion and evaluation of this issue to a future work.

B. Probabilistic Forwarding

We now describe the HEC-PF scheme in detail. As mentioned earlier, the scheme incorporates a new

Probabilistic Forwarding feature that decides whether to forward a message to a newly encountered node

based on the delivery probability estimate, rather than on a first-come-first-served basis. The HEC-PF

scheme is better able to deliver a message successfully because it tends to utilize relay nodes that have

higher delivery probabilities. Fig. 4 shows the flowchart of the HEC-PF scheme.

More precisely, suppose that node Xi holds a message from the source node XS for transmission to

the destination node XD, H denotes the maximum hop distance allowed for message transmission in the



system, and the message has not been relayed more than H times so far. There are two cases where

Xi could accidentally encounter another node Xj (assuming Xj 6= XD) if there is time remaining after

Xi sends out one block of the first copy of the EC blocks. First, if Xi is the source node, Xi must

make a decision about whether to enter the aggressive forwarding phase by comparing the two delivery

probabilities, PXi,XD
and PXj ,XD

. If PXi,XD
> PXj ,XD

, Xi will enter the aggressive forwarding phase in

the same way as the original H-EC scheme; otherwise, it will follow the EC scheme and not enter the

aggressive forwarding phase.

In the second case (i.e., Xi is not the source node), Xi first checks whether the next-to-be-sent block was

sent by the source node during the aggressive forwarding phase (i.e., whether it belongs to the second

copy of the EC blocks). If it was, Xi forwards the block to Xj as long as Xj has a higher delivery

probability than Xi of successfully forwarding the block to XD (i.e., PXj ,XD
> PXi,XD

); otherwise, the

block belongs to the first-copy of the EC blocks, and Xi forwards it to Xj automatically, i.e., without

checking the delivery probability.

IV. EVALUATION

We use a set of simulations to evaluate the delay and completion ratio performance of the HEC-PF

scheme in opportunistic networks. We implement the HEC-PF scheme by extending the H-EC codes [4]

and run simulations in DTNSIM [2], a Java-based DTN simulator. Similar to the scenarios described in

[30], messages are generated at a Constant Bit Rate (CBR) of 12 messages per day for 160 days, and the

size of each message S is 1 MBytes (i.e., the total amount of traffic is 12× 160× 1 = 1, 920 MBytes).

We also assumed that data transmission is error-free at a fixed rate of 1Mbps, and there are no black-hole

nodes in our experiments.

For all EC based schemes, the code block size b is set to 125 KBytes, the replication factor of the

erasure coding r is set to 2, and each coded message is fragmented into 16 equal-sized blocks (i.e.,

N = 16). In addition, under the HEC-PF scheme, the sliding time window T (used to estimate the

delivery probability) is set to 1,000 seconds; and the scaling constant ωi is set to 0.25 for i = 2...5.

For simplicity, we assume there are no black-holes in the evaluating scenarios. The simulation results

represent the average performance of 200 simulation runs. In each run the source and destination pair

was randomly selected from all the participating nodes.



TABLE I

THE PROPERTIES OF THE FOUR NETWORK SCENARIOS.

Trace Name Power-Law ZebraNet iMote UCSD
Device N/A N/A iMote PDA

Network Type N/A N/A Bluetooth WiFi
Duration (days) 16 16 3 77

Devices participating 34 34 274 273
Number of contacts 25,959 31,693 28,217 195,364

Avg # Contacts/pair/day 2.89205 3.53086 0.12574 0.06834

A. Evaluating Scenarios

We evaluate four network scenarios. The first two scenarios, namely the Power-Law and ZebraNet

scenarios, are synthetic-based, and both of them consist of 34 participating nodes. More specifically, the

Power-Law scenario is generated according to the power-law distribution by setting both the inter-contact

time and the contact duration of the networks as power-law distributed random variables with coefficient

equal to 0.6 (following [9] [17]). The ZebraNet scenario is provided by [32], which employs a random

movement model to create multiple zebra movement traces based on the collected movement patterns of

a particular zebra. In this study, we create 34 movement traces in a period of 16 days.

The other two scenarios are based on realistic campus wireless network traces, namely, the iMote

[1] and UCSD [5] traces, which are publicly available for research purposes. Table I outlines the basic

properties of the four network scenarios, and Fig. 5 illustrates the inter-contact time and contact duration

distributions of the iMote and UCSD traces in Complementary CDF (CCDF) curves4.

More specifically, the iMote trace is a human mobility trace collected at the 2005 IEEE Infocom

conference. It was aggregated from 41 Bluetooth-based iMote devices, which were distributed to the

student attendees for the duration of the 3-day conference. Each iMote device was pre-configured to

periodically broadcast query packets to find other Bluetooth devices within range, and record the devices

that responded to the queries. In addition to the distributed iMote devices, another 233 devices were

recorded in the trace. They may have been other Bluetooth-enabled devices (e.g., PDAs, cell phones, or

headsets) used during the conference. For simplicity, we assume there is a network contact between two

Bluetooth devices if there exists a query-and-response interaction between them.

The UCSD trace is client-based and records the availability of WiFi-based access points (APs) for each

4The inter-contact time distributions of the UCSD trace has been shown to be heavy-tailed with the parameter α equal to 0.26, and it has
also been proved to be self-similar [11].



(a) iMote Trace (b) UCSD Trace

Fig. 5. The contact duration and inter-contact time distributions (CCDF) of the iMote and UCSD traces.

participating portable device (e.g., PDAs and laptops) on the UCSD campus. The network trace covers

a two and half-month period, and there are 273 participating devices. Similar to [9] [10] [12] [17], we

assume that two participating devices in ad hoc mode encounter a communication opportunity (i.e., a

network contact) if and only if they are both associated with the same AP at the same time.

Note that, the network connectivity of the UCSD scenario is deemed to be very poor because network

contacts (per source-destination pair and per day) occur much less frequently than in other scenarios.

Specifically, the UCSD scenario only achieves 50% of the network connectivity of the iMote scenario,

and 0.02% of the network connectivity of the Power-Law and ZebraNet scenarios.

B. Evaluation I: Two-hop Scenario

In the first set of simulations, we evaluate the delay performance of the HEC-PF scheme for message

delivery in opportunistic networks. Four network scenarios are examined via simulations, with H set to

2 (i.e., the conventional two-hop scenario used in [12] [30]). The k parameter of the HEC-PF scheme is

set to 2 (i.e., we consider the transitive property of message delivery with a distance of up to two hops).

Fig. 6 depicts the average data latency distribution results in Complementary CDF (CCDF) curves.

From Fig. 6, we observe that the HEC-PF scheme consistently outperforms the H-EC and EC schemes

in all test scenarios. The reason is that HEC-PF employs the Probabilistic Forwarding feature, which

decides whether to forward a message to a newly encountered node based on the delivery probability

estimates, rather than on the first-come-first-served (FCFS) basis used in the original H-EC scheme. As

a result, HEC-PF is better able to make use of nodes that are more likely to encounter the destination
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(d) UCSD Scenario

Fig. 6. Distribution (CCDF) of average latency performance of the EC, H-EC, and HEC-PF schemes (N = 16, r = 2, k = 2, and H = 2).

node, and thereby achieve better message delivery performance.

We also observe that the completion ratio, i.e., the percentage of messages successfully transmitted

before the end of the simulation, degrades as the network connectivity (i.e., the average number of

network contacts per node pair, per day) decreases. For example, although the HEC-PF scheme achieves

approximately 99% completion ratio in the Power-Law scenario, it can only achieve about 48% in the

UCSD scenario, and 80% in the ZebraNet and iMote scenario. The reason is that the two-hop forwarding

strategy is not sufficient to deliver all messages in the limited simulation time because the network’s

connectivity is poor. Another observation is that the performance gain of the HEC-PF scheme (compared

to the H-EC scheme) is not significant. This implies that the calculation of the delivery probability (with

k = 2 in this case) cannot provide sufficient information to make a decision on whether to forward a

message in the aggressive forwarding phase of the HEC-PF scheme. The findings motivate us to investigate
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Fig. 7. Distribution (CCDF) of average latency performance of the HEC-PF scheme with various k settings (N = 16, r = 2, and H = 5).

the impact of the HEC-PF parameters on the performance of message delivery in opportunistic networks.

We present the evaluation in the next subsection.

C. Evaluation II: Variable k Scenarios

In the second set of evaluations, we evaluate the performance of the HEC-PF scheme in the ZebraNet and

UCSD scenarios with various maximum forwarding distance settings (H = 2, 3, 4, 5). The configurations

of the evaluation are the same as previously, except that the maximum forwarding distance H is set to 5.

Fig. 7 depicts the average data latency distribution results in CCDF curves.

From Fig. 7, it is evident that the CCDF curve falls as k increases, which means that, given the same

H setting, the completion ratio of message delivery increases as the hop distance (used to estimate the

delivery probability) increases; however, the transmission overhead of the HEC-PF scheme only increases

moderately (except the UCSD case) as the value of k increases, as shown in Fig. 9. The figure also

shows that the performance gain of the completion ratio decreases as k increases, which indicates that

the completion ratio tends to converge. It is also worth noting that k must be configured less than H

when estimating the delivery probability, since it is impossible to deliver a message successfully with a

hop distance larger than the maximum forwarding distance. Based on the evaluation results, we suggest

k = H − 1 for the proposed HEC-PF scheme.
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Fig. 8. Distribution (CCDF) of average latency performance of the HEC-PF scheme with various H settings (N = 16, r = 2, and k = 2).
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scheme (k = 2) with various H values. (Unit: MBytes)

D. Evaluation III: Variable H Scenarios

Here, we evaluate the performance of the HEC-PF scheme with various k values (k = 1...5) using the

ZebraNet and UCSD scenarios. Recall that the connectivity of this scheme is deemed to be poor. Similar

to the first set of evaluations, we set the k parameter of the HEC-PF scheme to 2. The average delivery

latency distribution results are shown in Fig. 8.

The results in Fig. 8 show that the CCDF curve falls as the value of H increases. More specifically, at

the end of the simulation, the HEC-PF scheme improves the completion ratio (from 80% to 85% for the

ZebraNet scenario, and from 48% to 62% for the UCSD scenario) as H is increased from 2 to 5. The

reason is that the larger the setting of H , the greater the likelihood that a message will be delivered to the



destination node eventually. Of course, when a large H is employed in the HEC-PF scheme, an extensive

amount of one-hop data forwarding is required (as shown in Fig. 10, the transmission overhead of the

HEC-PF scheme increases substantially as the value of H increases); thus, more energy will be consumed

in the network. An ideal solution for HEC-PF should adapt its H value to the properties of the network

in order to compensate for the above tradeoff, and the decision of the optimal H value should consider

various network properties (e.g., the network connectivity and traffic load) and system factors (e.g., the

buffer size and batter life of each participating node). We defer a detailed discussion and evaluation of

this issue to a future work.

V. CONCLUSION

We have proposed a scheme called HEC-PF that extends the basic H-EC scheme for data forwarding in

opportunistic networks. The HEC-PF scheme incorporates a novel feature, called Probabilistic Forwarding

feature, which decides whether to forward a message to a newly encountered node based on the delivery

probability estimate in the aggressive forwarding phase. As a result, the scheme can find relays that

are more likely to transmit a message to the destination node based on the historical record of network

contacts. Thus, HEC-PF can achieve better data delivery performance in opportunistic networks than the

H-EC scheme. Using simulations as well as both synthetic and realistic network traces, we evaluated the

performance of the proposed scheme in terms of its delivery latency and completion ratio. The results

show that it outperforms the EC and H-EC schemes in all test cases, and the performance gain is even

more significant when the network connectivity is extremely poor. In addition, by varying the values

of the parameters of the proposed scheme, we have shown that its completion ratio improves as the

maximum forwarding distance or the considered hop distance of the delivery probability increases. Work

on developing mechanisms to determine the HEC-PF parameters that can adapt to the properties of a

network is still ongoing. We will report on the results in the near future.
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