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ABSTRACT
In a spoken multiple-choice question answering (MCQA) task, where passages, questions, and choices are given in the form of speech, usually only the auto-transcribed text is considered in system development. The acoustic-level information may contain useful cues for answer prediction. However, to the best of our knowledge, only a few studies focus on using the acoustic-level information or fusing the acoustic-level information with the text-level information for a spoken MCQA task. Therefore, this paper presents a hierarchical multistage multimodal (HMM) framework based on convolutional neural networks (CNNs) to integrate text- and acoustic-level statistics into neural modeling for spoken MCQA. Specifically, the acoustic-level statistics are expected to offset text inaccuracies caused by automatic speech recognition (ASR) systems or representation inadequacy lurking in word embedding generators, thereby making the spoken MCQA system robust. In the proposed HMM framework, two modalities are first manipulated to separately derive the acoustic- and text-level representations for the passage, question, and choices. Then, these clever features are jointly involved in inferring the relationships among the passage, question, and choices. Finally, the most likely answer is determined based on the individual final representations of all choices. Evaluated on the data of “Formosa Grand Challenge – Talk to AI”, a Mandarin Chinese spoken MCQA contest held in 2018, the proposed HMM framework achieves remarkable improvements in accuracy over the text-only baseline.

Index Terms— Spoken multiple-choice question answering, acoustic information, hierarchical multistage multimodal

1. INTRODUCTION
Machine reading comprehension (MRC) is an important task in the domain of natural language processing. The goal is to let the machine read the text and answer relevant questions based on the understanding of the text, like humans. Classic MRC tasks are performed on the plain text and can be classified into three main types, namely answer span [1, 2], i.e., finding the location of the answer in the paragraph, cloze-style [3, 4], i.e., inferring the missing entity (answer) from all possible entities appearing in the passage, and multiple-choice [5, 6], i.e., selecting the most likely answer from the multiple choices. Celebrated methods include BERT [7] and QANet [8] for locating the answer spans, attention-over-attention neural networks (AoA) [9] and ReasoNet [10] for filling in blanks, as well as various commonly used word embedding methods [11–14], to name a few.

In addition to text-based MRC, we have seen many personal voice assistant applications on a variety of mobile and home devices. This can be considered a special case of spoken question answering (SQA), i.e., questions are in the form of speech while the content can be in text or speech [15–18]. On the other hand, the development of multimedia technology and the popularity of video/audio sharing websites and social networks have also led to significant growth in spoken content nowadays. This has also increased the demand for machine comprehension of spoken content. Compared with text question answering, SQA needs to deal with ASR errors, which inevitably affect the performance of SQA systems. However, the acoustic cues embedded in the speech also provide additional semantic information that is not covered by the transcribed text. Therefore, if we can find some ways to make good use of acoustic information, we may improve the performance of SQA systems.

In this paper, we focus on the spoken multiple-choice question answering (MCQA) task, where passages, questions, and choices are all given in speech. A hierarchical multistage multimodal (HMM) framework based on convolutional neural networks (CNNs) is proposed to jointly utilize the text and acoustic characteristics. The two modalities are first manipulated to separately capture the representative acoustic-level and text-level features from the given passage, question, and each choice, respectively. Then, the resulting representations are simultaneously involved in training a multistage neural MCQA model, from which a final reading vector is derived for each tuple of passage, question, and choice. Accordingly, the most likely answer can be inferred from these final reading vectors associated with individual choices. In this paper, two kinds of acoustic features, namely filter banks (FBANKs)
and Mel-frequency cepstral coefficients (MFCCs), are explored. Evaluated on the data of “Formosa Grand Challenge – Talk to AI”, a Mandarin Chinese spoken MCQA contest held in 2018, our system can achieve, when paired with the MFCC and FBANK features, relative accuracy improvement of 4.36% and 4.09%, respectively, compared to the text-only baseline system.

2. RELATED WORK

In a text-based MCQA task [19–23], the input to the model includes a passage, a question, and several answer choices. The passage usually consists of several sentences, while the question and each answer choice are a single sentence. The question answering model is designed to select a correct answer from multiple choices based on the information given in the passage and question. Along the line of research, previous works mainly focused on exploring textual cues, such as lexical and/or syntactic information embedded in the passage, question, and choices, to infer the answer to a given question [24–28]. Thanks to the rapid development of deep learning techniques, many studies have turned to the construction of neural MCQA models. Classic methods include the hierarchical attention-based CNN [29], the parallel-hierarchical neural model [30], and the hierarchical attention flow model [31], to name just a few. Although several elaborate mechanisms have been proposed based on deep neural networks, the query-based attention CNN (QACNN) model [19] can be considered as a representative. Specifically, QACNN is stacked with a similarity mapping layer, a QACNN layer, and a prediction layer. The similarity mapping layer is composed of an embedding layer and a composition layer. The embedding layer is used to represent the passage, question, and choice with word vectors, and the composition layer is to get the location relationship from the passage-question similarity matrix and the passage-choice similarity matrix. The QACNN layer, which is used to learn the location relationship pattern, contains a two-stage CNN with a question-based attention mechanism. In the first stage, each passage sentence is given a word-level feature first and then represented by a question-based sentence feature and a choice-based sentence feature. In the second stage, for each choice, the choice-based sentence features are pooled to a final choice-answer feature according to the sentence-level attention map computed from the question-based sentence features. The prediction layer is a fully-connected feed-forward network to compute the probability for each choice based on its choice-answer feature and output the most likely choice.

3. THE HIERARCHICAL MULTISTAGE MULTIMODAL (HMM) FRAMEWORK

Opposite to the text-based MCQA task, in the spoken MCQA task, the passage, question, and choices are all in speech. A naive but easy to implement the solution is to first transcribe these speech utterances into text using an ASR system. Thereafter, a classic method (e.g., QACNN) can be readily applied to the auto-transcribed text. This strategy only considers the auto-transcribed text, but it is obvious that the acoustic-level information may contain useful cues for answer prediction. Accordingly, in this paper, we focus on a systematic approach that combines acoustic and text-level cues with a CNN-based hierarchical multistage multimodal (HMM) framework to improve the performance of the spoken MCQA task.

As shown in Fig. 1, the proposed HMM architecture consists of four stages, namely an acoustic-level similarity layer, a text-level similarity layer, an attention-based CNN layer, and a prediction layer.

In the acoustic-level similarity layer, we first quantify the passage, question, and s-th choice into a set of acoustic features $AP \in \mathbb{R}^{d \times L}$, $AQ \in \mathbb{R}^{d \times M}$, and $AC_s \in \mathbb{R}^{d \times N}$, where $d$ is the feature dimension, and $L$, $M$, and $N$ are the lengths of the passage, question, and s-th choice. Then, a deep CNN is used to extract the temporal information in the audio streams (i.e., $AP$, $AQ$, and $AC_s$), and maximum pooling ($\text{MaxPool}$) is applied to obtain the most salient information:

$$E_P^A = \text{MaxPool}(W_3^{CNN} \circ (W_2^{CNN} \circ (W_1^{CNN} \circ AP)))$$

(1)

$$E_Q^A = \text{MaxPool}(W_3^{CNN} \circ (W_2^{CNN} \circ (W_1^{CNN} \circ AQ)))$$

(2)

$$E_{C_s}^A = \text{MaxPool}(W_3^{CNN} \circ (W_2^{CNN} \circ (W_1^{CNN} \circ AC_s)))$$

(3)

where $\circ$ denotes the operation of convolution, $W_1^{CNN}$, $W_2^{CNN}$, and $W_3^{CNN}$ are the parameters of the convolution layers, $E_P^A \in \mathbb{R}^{I \times J}$, $E_Q^A \in \mathbb{R}^{I \times J}$, and $E_{C_s}^A \in \mathbb{R}^{I \times K}$ are the resulting acoustic-level embedding features for the passage, question, and s-th choice, respectively. These features can be treated as acoustic frame-based statistics. Note that the architecture configurations of the acoustic-level similarity layer are specially designed to make $I$, $J$, and $K$ same as the numbers of words in the passage, question, and s-th choice, respectively. Next, we infer the relationship between the passage and the question (i.e., $E_P^A$ and $E_Q^A$) as well as the relationship between the passage and the s-th choice (i.e., $E_P^A$ and $E_{C_s}^A$). To do so, fully-connected feed-forward networks are used to translate these features into a common space, and then an attention mechanism [32] is used to create a passage-to-question matrix $PQ^A \in \mathbb{R}^{I \times J}$ and a passage-to-choice matrix $PC_{s}^A \in \mathbb{R}^{I \times K}$:

$$PQ^A = \text{softmax}((W_1^{FC} E_P^A)^T \times (W_2^{FC} E_Q^A))$$

(4)

$$PC_{s}^A = \text{softmax}((W_1^{FC} E_P^A)^T \times (W_2^{FC} E_{C_s}^A))$$

(5)

where $W_1^{FC}$ and $W_2^{FC}$ are the parameters of the fully-connected feed-forward networks, and the softmax function ($\text{softmax}$) is performed across the rows of these matrices. Consequently, the i-th row of the matrix $PQ^A$ (or $PC_{s}^A$)
signifies which question spans (or spans in the \(s\)-th choice) are most relevant to the \(i\)-th passage span.

The text-based similarity layer is applied to the auto-transcribed text for the passage, question, and \(s\)-th choice represented as matrices \(E^T_P \in \mathbb{R}^{e \times I}\), \(E^T_Q \in \mathbb{R}^{e \times J}\), and \(E^T_C^s \in \mathbb{R}^{e \times K}\), where \(e\) is the dimension of the pre-trained fixed-dimensional word embedding vector, and \(I\), \(J\), and \(K\) are the numbers of words in the passage, question, and \(s\)-th choice, respectively. Based on these word-level semantic features, the text-based similarity layer can measure the similarity between the passage and the question as well as the similarity between the passage and the \(s\)-th choice. A straightforward strategy is to create a passage-to-question matrix \(PQ^T \in \mathbb{R}^{I \times J}\) and a passage-to-choice matrix \(PC^T_s \in \mathbb{R}^{I \times K}\) by computing the cosine similarity between each pair of words:

\[
PQ^T = \cos(E^T_P, E^T_Q) \tag{6}
\]

\[
PC^T_s = \cos(E^T_P, E^T_C^s). \tag{7}
\]

The attention CNN layer is responsible for further fusing the information in the passage, question, and \(s\)-th choice and generating the choice-dependent reading vectors, in the word-level and acoustic-level granularities, respectively. The passage-to-question matrix (i.e., \(PQ^T\)) is processed by a convolution layer, a Sigmoid activation function, and a maximum pooling function to generate an essential vector:

\[
\alpha^A = \text{MaxPool}(\text{Sigmoid}(W^C_{CNN} \otimes PQ^T)) \tag{8}
\]

\[
\alpha^T = \text{MaxPool}(\text{Sigmoid}(W^C_{CNN} \otimes PQ^T)) \tag{9}
\]

where \(W^C_{CNN}\) and \(W^C_{CNN}\) are the parameters of the convolution layers. Here, 1-D convolution and maximum pooling are both performed along with the passage words. The passage-to-choice matrix (i.e., \(PC^A_s\) or \(PC^T_s\)) is processed by a convolution layer and a ReLU activation function, scaled by the essential vector (i.e., \(\alpha^A\) or \(\alpha^T\)), and transformed to a reading vector (i.e., \(r^A_s\) or \(r^T_s\)) by maximum pooling:

\[
r^A_s = \text{MaxPool}(\text{ReLU}(W^C_{CNN} \otimes PC^A_s) \circ \alpha^A) \tag{10}
\]

\[
r^T_s = \text{MaxPool}(\text{ReLU}(W^C_{CNN} \otimes PC^T_s) \circ \alpha^T) \tag{11}
\]

where \(\circ\) denotes element-wise multiplication, and \(W^C_{CNN}\) and \(W^C_{CNN}\) are the parameters of the CNN layers. Here, maximum pooling is performed along with the choice words. \(r^A_s\) and \(r^T_s\) are called “reading vectors” because they convey
the reciprocal information among the passage, question, and s-th choice.

In the last stage, the prediction layer selects the most relevant choice for the given passage and question by considering multimodal features. A naive strategy is to concatenate the derived acoustic- and text-based reading vectors together:

\[ R_{s}^{\text{con}} = [r_{s}^{A}; r_{s}^{T}] \]  

(12)

Alternatively, we can linearly combine the two vectors:

\[ R_{s}^{\text{con}} = \beta \times r_{s}^{A} + (1 - \beta) \times r_{s}^{T} \]  

(13)

where \( \beta \) is a weighting factor. \( \beta \) was set to 0.9 in this study. On top of the fusion vector (i.e., \( R_{s}^{\text{con}} \) and \( R_{s}^{\text{com}} \)), the relevance score for the s-th choice is determined by a two-layer fully-connected feed-forward network:

\[
P(R_{s}) = \frac{\exp(W_{4}^{FC}(\tanh(W_{3}^{FC}R_{s})))}{\sum_{s'=1}^{S} \exp(W_{4}^{FC}(\tanh(W_{3}^{FC}R_{s'})))}
\]  

(14)

where \( R_{s} \in \{ R_{s}^{\text{con}}, R_{s}^{\text{com}} \} \), \( S \) denotes the number of choices, \( W_{3}^{FC} \) and \( W_{4}^{FC} \) are the parameters of the fully-connected feed-forward layers. Finally, the choice with the largest relevance score will be selected as the answer. Note that the nonlinear normalization function in Eq. (14) is only used for training; for testing, there is no need to normalize the scores.

4. EXPERIMENTS

4.1. Experimental Setup

We used the 2018 Formosa Grand Challenge (FGC) dataset\(^1\) in the experiments. The challenge is a Mandarin Chinese spoken MCQA task. Each passage-question-choices (PQC) set contains a passage, a question, and 4 choices, among which only one choice is the correct answer. The domain of the FGC dataset is very diverse, including science, news, and literature, to name a few. There are 9,083 PQC sets, 1,430 sets for development, 977 sets for testing, and 6,676 sets for training. The average number of frames for each passage, question, and choices audio file are 22,538, 2,230, and 1,476.

ASR. Our ASR system was built up using the Kaldi toolkit [33], where the acoustic model was trained based on TDNN-F with lattice-free MMI [34, 35], followed by model refinement with sMBR [36], with 487 hours of TV and radio broadcasting speech. In audio processing, spectral analysis was applied to a 25 ms frame of speech waveform every 10 ms. For each acoustic frame, 40 MFCCs derived from 40 FBANKs, plus 3 pitch features, were used for ASR and for our proposed HMM framework. Utterance-based mean subtraction was applied to these features. The lexicon contained 91,573 Chinese words. The word-based trigram language model was trained with Kneser-Ney backoff smoothing using the SRILM toolkit [37]. The recurrent neural network language model (RNNLM) was used for lattice rescoring [38]. The training corpus was compiled from PTT \(^2\) articles (2018) and CNA news stories (2006−2010) [39]. The character error rate (CER) of our ASR system is about 7.79%.

Implementation Details. We used fasttext modeling \([13]\) to train word embeddings on the same corpus for language model training. The dimension of the word embedding (i.e., \( e \)) was set to 300. The numbers of words for a passage, question, and choice were limited to 1,000, 50, and 50, respectively. The numbers of acoustic frames for a passage, question, and choice were limited to 24,000, 1,200, and 1,200, respectively. The framework was implemented by PyTorch [40], and the model parameters were optimized by the Adam method [41]. We used Chinese characters instead of words as the basic semantic unit to avoid the word segmentation error issue. The detailed configurations of the proposed HMM framework are summarized in Table 1.

4.2. Results and Discussions

In the first set of experiments, we compared the proposed methods with several baselines. The experimental results are summarized in Table 2. The most naive baseline is to choose the longest choice or the shortest choice as the answer (denoted by “Choice Length” in Table 2). This method could be even worse than a random guess. A simple way of leveraging word embeddings is to represent a passage/question/choice

<table>
<thead>
<tr>
<th>Table 2. Performance (in accuracy (%)) of different systems.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choice Length</td>
</tr>
<tr>
<td>-------------------------------------------------------------</td>
</tr>
<tr>
<td>Longest</td>
</tr>
<tr>
<td>Shortest</td>
</tr>
</tbody>
</table>

HMM

<table>
<thead>
<tr>
<th>Choice Similarity</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passage-choice</td>
<td>26.01</td>
<td>25.59</td>
</tr>
<tr>
<td>Question-choice</td>
<td>46.71</td>
<td>41.56</td>
</tr>
<tr>
<td>QACNN(ASR)</td>
<td>62.94</td>
<td>72.16</td>
</tr>
<tr>
<td>QACNN(Oracle)</td>
<td>69.03</td>
<td>80.82</td>
</tr>
</tbody>
</table>

\(^1\)Formosa Grand Challenge - Talk to AI: https://fgc.stpi.narl.org.tw/activity/techai2018

\(^2\)PTT: https://www.ptt.cc/index.html
Table 3. Performance (in accuracy (%)) of the HMM framework with different configurations in the attention CNN layer.

<table>
<thead>
<tr>
<th>Concatenation Method (R\textsubscript{con})</th>
<th>w/ Weight Sharing</th>
<th>w/o Weight Sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[MFCCs / FBANKs]</td>
<td>[MFCCs / FBANKs]</td>
</tr>
<tr>
<td>[1,2,7]</td>
<td>Dev: 63.15 / 63.15</td>
<td>Dev: 73.18 / 72.26</td>
</tr>
<tr>
<td></td>
<td>Test: 73.18 / 72.26</td>
<td>Test: 74.10 / 73.29</td>
</tr>
<tr>
<td>[1,3,4]</td>
<td>Dev: 63.01 / 63.50</td>
<td>Dev: 72.47 / 71.55</td>
</tr>
<tr>
<td></td>
<td>Test: 72.47 / 71.55</td>
<td>Test: 73.59 / 72.88</td>
</tr>
<tr>
<td>[1,3,5]</td>
<td>Dev: 63.43 / 63.01</td>
<td>Dev: 73.90 / 73.08</td>
</tr>
<tr>
<td></td>
<td>Test: 73.90 / 73.08</td>
<td>Test: 74.10 / 73.29</td>
</tr>
<tr>
<td>[1,3,7]</td>
<td>Dev: 63.01 / 62.66</td>
<td>Dev: 73.90 / 72.36</td>
</tr>
<tr>
<td></td>
<td>Test: 73.90 / 72.36</td>
<td>Test: 74.06 / 73.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Linear Combination Method (R\textsubscript{com})</th>
<th>w/ Weight Sharing</th>
<th>w/o Weight Sharing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[MFCCs / FBANKs]</td>
<td>[MFCCs / FBANKs]</td>
</tr>
<tr>
<td>[1,2,7]</td>
<td>Dev: 63.57 / 63.22</td>
<td>Dev: 72.67 / 72.67</td>
</tr>
<tr>
<td></td>
<td>Test: 72.67 / 72.67</td>
<td>Test: 74.31 / 74.31</td>
</tr>
<tr>
<td>[1,3,4]</td>
<td>Dev: 63.43 / 63.29</td>
<td>Dev: 73.80 / 72.88</td>
</tr>
<tr>
<td></td>
<td>Test: 73.80 / 72.88</td>
<td>Test: 73.69 / 73.69</td>
</tr>
<tr>
<td>[1,3,5]</td>
<td>Dev: 63.08 / 63.29</td>
<td>Dev: 73.18 / 72.88</td>
</tr>
<tr>
<td></td>
<td>Test: 73.18 / 72.88</td>
<td>Test: 74.00 / 74.00</td>
</tr>
<tr>
<td>[1,3,7]</td>
<td>Dev: 62.24 / 64.06</td>
<td>Dev: 73.18 / 73.08</td>
</tr>
<tr>
<td></td>
<td>Test: 73.18 / 73.08</td>
<td>Test: 74.00 / 74.72</td>
</tr>
</tbody>
</table>

Table 4. Performance (in accuracy(%)) of the HMM framework using only the acoustic-level features [MFCCs / FBANKs].

<table>
<thead>
<tr>
<th></th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,2,7]</td>
<td>35.66 / 35.03</td>
<td>29.27 / 31.32</td>
</tr>
<tr>
<td>[1,3,4]</td>
<td>36.29 / 37.83</td>
<td>29.27 / 30.80</td>
</tr>
<tr>
<td>[1,3,5]</td>
<td>36.29 / 36.85</td>
<td>29.27 / 30.71</td>
</tr>
<tr>
<td>[1,3,7]</td>
<td>36.15 / 36.92</td>
<td>28.76 / 30.09</td>
</tr>
</tbody>
</table>

by averaging the embeddings of all the words in the passage/question/choice. Then, we can choose the choice with the largest cosine similarity with the passage or the question as to the answer. The results, as denoted by “Choice Similarity” in Table 2, indicate that the relationship between the question and the choice is more effective than the relationship between the passage and the choice. The third baseline is the QACNN model [19]. As expected, QACNN performed much better than the “Choice Length” and “Choice Similarity” methods. The results demonstrate the ability of the QACNN model and the potential of neural methods.

For the proposed HMM framework, two acoustic-level features (i.e., MFCCs and FBANKs), two fusion vectors (i.e., $R_{\text{con}}$ and $R_{\text{com}}$), and two model configurations (whether the attention CNN layers for the acoustic and text streams are shared or not) were investigated. First, we find that the proposed HMM framework outperforms all baseline systems in almost all cases, which signals that it can indeed make use of both acoustic-level and text-level statistics for answer prediction. Second, from the perspective of acoustic information, the results show that the MFCC and FBANK features are neck and neck with each other. Third, the linear combination method for fusing the acoustic-level and text-level reading vectors (i.e., $R_{\text{com}}$) outperforms the concatenation method (i.e., $R_{\text{con}}$) in most cases. Fourth, the experimental results do not suggest sharing the attention CNN layers for the acoustic and text streams. A preferred way is to train separate models to extract useful information from the acoustic and text streams, respectively.

In the second set of experiments, we looked into the impact of the size of the kernel used in the attention CNN layer in the proposed HMM framework on the performance. Take “[1,2,7]” for example, it means that each CNN (i.e., $W_4^{\text{CNN}}$, $W_5^{\text{CNN}}$, $W_6^{\text{CNN}}$, and $W_7^{\text{CNN}}$) in the attention CNN layer has three different sizes of kernels, namely 1, 2, and 7, and for each size, there are 256 filters (c.f. Table 1). From the results in Table 3, it is difficult to come up with a rule for setting the sizes of kernels for the CNNs in the attention CNN layer. Systematically determining the kernel size for a CNN is still an open issue and needs further investigation.

Finally, we explored the performance of the acoustic-level features in the spoken MCQA task. We used the acoustic-level features alone in the proposed HMM framework. The resulting model can be considered as an acoustic-based QACNN. The results are presented in Table 4. Comparing the results in Tables 2 and 4, it is clear that the acoustic-based QACNN is worse than the text-based QACNN, but can achieve comparable results to the naive word-based baseline systems (i.e., the “Choice Length” and “Choice Similarity” methods). In summary, the proposed HMM framework is deemed a preferable vehicle for utilizing acoustic-level and text-level characteristics in the spoken MCQA task.

5. CONCLUSIONS

In this paper, we have presented a hierarchical multistage multimodal (HMM) framework, which jointly considers the acoustic-level and text-level statistics for the spoken MCQA task. The proposed HMM framework has been evaluated on the 2018 Formosa Grand Challenge (FGC) dataset. The experimental results demonstrate its remarkable superiority than other strong baselines compared in the paper, thereby indicating the potential of the new spoken MCQA framework. For future work, we will explore additional cues, such
as sub-word information, in the proposed framework for the MCQA task. We also plan to extend the proposed HMM framework to other NLP-related tasks, such as retrieval and summarization, and evaluate the framework on other spoken question answering datasets.
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