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ABSTRACT
Nonlinear spectral mapping-based models based on supervised learning have successfully applied for speech enhancement. However, as supervised learning approaches, a large amount of labelled data (noisy-clean speech pairs) should be provided to train those models. In addition, their performances for unseen noisy conditions are not guaranteed, which is a common weak point of supervised learning approaches. In this study, we proposed an unsupervised learning approach for speech enhancement, i.e., denoising autoencoder with linear regression decoder (DAELD) model for speech enhancement. The DAELD is trained with noisy speech as both input and target output in a self-supervised learning manner. In addition, with properly setting a shrinkage threshold for internal hidden representations, noise could be removed during the reconstruction from the hidden representations via the linear regression decoder. Speech enhancement experiments were carried out to test the proposed model. Results confirmed that the proposed DAELD could achieve comparable and sometimes even better enhancement performance as compared to the conventional supervised speech enhancement approaches, in both seen and unseen noise environments. Moreover, we observe that higher performances tend to achieve by DAELD when the training data cover more diverse noise types and signal-to-noise-ratio (SNR) levels.

Index Terms—speech enhancement, deep denoising autoencoder, unsupervised learning.

1. INTRODUCTION
Speech enhancement aims to retrieve clean speech signals from noisy ones and serves as an important pre-processor in many speech-related tasks, such as automatic speech recognition (ASR) [1–3], assistive listening [4–8], speech coding [9, 10], and speaker recognition [11, 12] systems. In the past, numerous speech enhancement approaches have been proposed. Notable examples include minimum-mean-square-error (MMSE) short-time spectral amplitude estimator [13], spectral subtraction [14], Karhunen–Loève transform [15], and Wiener filter [16]. These traditional approaches are derived based on statistical assumptions of speech and noise signals. When the assumption fails, the speech enhancement performance can be notably degraded. More recently, various machine learning (ML)-based speech enhancement methods have been proposed. Among them, deep-learning-based methods use a deep-neural-network (DNN) model to perform noisy-to-clean speech transformation in a supervised learning fashion. More specifically, to train a high-performance DNN-based speech enhancement system, a large amount and a wide variety of noisy-clean training pairs is required. When the training samples are insufficient, the model cannot be trained well, and thus the enhancement performance can be limited. Meanwhile, when operating in an environment of unseen noise types or speakers, the enhancement performance can be notably degraded.

Different from supervised learning, unsupervised learning does not require labelled training data and thus can handle the data dependency problem. In the literature, deep learning models trained with unsupervised learning can extract essential representations from the salient structure of the input data. One notable unsupervised learning model is autoencoder, which consists of an encoder and a decoder. The encoder transforms the input physical data into latent features, which are then reconstructed to the original data by the decoder [30]. By stacking multiple layers of encoder-decoder architectures, we can establish a deep autoencoder (DAE) model. In previous studies, the DAE model has been used to perform dimensionality reduction [30], face recognition [31] and natural language processing [32].

Several DAE-based unsupervised learning frameworks have been proposed for the speech enhancement task. For instance, a DAE was successfully implemented and trained using clean magnitude spectrum [33]. In that system, clean speech signals are placed in both input and output to train the DAE model. During testing, the DAE tries to “recall” clean components from noisy speech utterances. In [34], the authors proposed a two-staged approach by stacking a pair of supervised and unsupervised DAE for robust speech enhancement. The first DAE acts as a regular speech enhancement model, while the second DAE performs as a purity checker in an unsupervised manner during the testing stage [34]. More recently, the authors in [35] followed a similar strategy by implementing a DAE as a selection model to choose the most suitable for speech enhancement using reconstruction error. Although DAE has shown notable improvement for robust speech enhancement performance, it mostly built as an additional system to support the supervised speech enhancement systems. Recently, a self-supervised speech denoising system was proposed [36]. The system used a dual-microphone setup and considers two noisy realizations of a clean speech signal as the input and the output target.
In the past, we have proposed a series of speech enhancement works based on the deep denoising encoder-decoder architecture (DDAE) [17, 37, 38]. Both the encoder and decoder of DDAE are formed by multiple layers of neural networks. The parameters in the encoder and decoder are optimized based on the backpropagation (BP) criterion in a supervised learning fashion (require paired noisy-clean training data). Although DDAE has been confirmed to achieve satisfactory performance in the speech enhancement task, its applicability is confined by a well-known deep and supervised learning issue: the requirement of a large amount of paired noisy-clean training data. The goal of the present study is to address the above limitation. We first investigate to use a linear regression function for the decoder in DDAE (termed DAELD in this study) to simply the overall model architecture. Next, we attempt to train the DAELD model in an unsupervised learning fashion.

In this study, two types of DAELD have been established, and the difference lies in the criteria used to estimate the parameters in the encoder. The first DAELD model trains the encoder by BP, and thus termed DAELD(BP); the second model builds the encoder by stacking multiple sparse hierarchical extreme learning machine (HELM) [39] based autoencoders, and the model is termed DAELD(SAE). We tested the proposed DAELD in both supervised learning and unsupervised learning (self-supervised learning) modes on two datasets, namely Aurora-4 [40] and TIMIT [41]. Experimental results confirm that DAELD(SAE) achieves a higher perceptual evaluation of speech quality (PESQ) [42] as compared to DAELD(BP) in unseen noise types while DAELD(SAE) and DAELD(BP) achieve comparable short-time objective intelligibility (STOI) [43] scores in both seen and unseen noise environments. Moreover, compared to the supervised DAE based SE system [17], the proposed DAELD framework achieves better speech quality (PESQ) and intelligibility (STOI) when the training data cover more diverse noise types and signal-to-noise-ratio (SNR) levels.

The remainder of this paper is organized as follows. Section II introduces the proposed DAELD. Section III describes the experimental setup and results. Section IV concludes our findings.

2. THE PROPOSED DAELD SYSTEM

The proposed DAELD follows the same encoder-decoder structure as DDAE to perform speech enhancement, which is shown in Fig. 1. The DAELD model adopts the encoder and decoder layers to convert speech signals to high-dimensional feature representations and convert the representations back to speech signals, respectively. Different from the previous DAE based SE systems [17], which uses clean speech signals as the output target, we calculate the weights in the encoder in an unsupervised self-learning training criterion. The overall DAELD model consists of two stages, namely offline and online stages. In the offline stage, we estimate the parameters of the encoder and decoder that are formed by non-linear and linear functions, respectively. In the online stage, the noisy speech signals are first processed by the encoder to obtain high-dimensional feature representations, which are then transformed to obtain enhanced speech signals by the linear transformation estimated in the offline stage. More details will be given in the following discussion.

2.1 The offline stage

In the offline stage, given speech feature \( \mathbf{Y} = [\mathbf{y}_1, ..., \mathbf{y}_n, ..., \mathbf{y}_N]^T \), the DAELD approach intends to estimate a mapping function:

\[
\mathbf{\tilde{x}}_n = F(\mathbf{y}_n),
\]

where \( \mathbf{\tilde{x}}_n \) and \( F(\cdot) \) indicate \( n \)-th enhanced speech feature and the DAELD transformation, respectively; \( N \) is the total number of training samples. As mentioned earlier, we build two types of DAELD models, namely DAELD(SAE) and DAELD(BP).

For DAELD(SAE), we compute the encoder by hierarchical layers of sparse autoencoders based on a fast-iterative shrinkage-threshold algorithm (FISTA) [44] in an unsupervised learning manner. The goal of the encoder in DAELD(SAE) is to extract representative features through the self-supervised learning process. In the decoder layer of DAELD(SAE), the linear transformation \( \mathbf{\beta}_{SAE} \) is linearly estimated by performing Moore-Penrose (MP) pseudoinverse:

\[
\mathbf{\beta}_{SAE} = (\delta \mathbf{I} + \mathbf{H}_{SAE}^T \mathbf{H}_{SAE})^{-1} \mathbf{H}_{SAE}^T \mathbf{Y},
\]

where \( \mathbf{I} \), \( \mathbf{H}_{SAE} \) and \( \mathbf{Y} \) indicate identity matrix, hidden layer output \( \mathbf{H}_{SAE} = [\mathbf{h}_{SAE1}, ..., \mathbf{h}_{SAEa_n}, ..., \mathbf{h}_{SAEa_N}]^T \alpha \mathbf{1} \), \( \mathbf{h}_{SAEa_n} \) is the hidden layer output of the \( n \)-th input feature vector, \( \alpha \) is scaling factor, and \( \mathbf{1} \) is an all-one vector), and training target \( \mathbf{Y} = [\mathbf{y}_1, ..., \mathbf{y}_n, ..., \mathbf{y}_N]^T \), respectively. As compared to supervised methods, our proposed approach does not require clean speech features as the output for fine-tuning the model’s weights.

On the other hand, DAELD(BP) first performs BP algorithm [45] with the minimum mean square error criterion to fine-tune the parameters in the encoder. The noisy speech feature \( \mathbf{Y} \) is used as the input and target to train DAELD(BP). Once the model has fully optimized, the updated parameter \( (\mathbf{W}^0 \ldots \mathbf{W}^t; \mathbf{b}^0 \ldots \mathbf{b}^t) \) is applied to estimate the hidden layer output. Finally, based on the generated hidden layer output, the linear regression \( \mathbf{\beta}_{BP} \) of DAELD(BP) can be estimated as:

\[
\mathbf{\beta}_{BP} = (\delta \mathbf{I} + \mathbf{H}_{BP}^T \mathbf{H}_{BP})^{-1} \mathbf{H}_{BP}^T \mathbf{Y},
\]

where \( \mathbf{H}_{BP} = [\mathbf{h}_{BP1}, ..., \mathbf{h}_{BPa_n}, ..., \mathbf{h}_{BPa_N}]^T \alpha \mathbf{1} \), and \( \mathbf{h}_{BPa_n} \) is the hidden layer output of the \( n \)-th input feature vector.

2.2 Online stage

In the online stage of DAELD, given noise speech feature \( \tilde{\mathbf{Y}} \), we obtain hidden layer output \( \tilde{\mathbf{H}} \) by the encoder whose parameters are trained in the unsupervised manner. Based on the estimated linear transformation, \( \mathbf{\beta} \) (either \( \mathbf{\beta}_{SAE} \) from Eq. (2) or \( \mathbf{\beta}_{BP} \) from Eq. (3)), the enhanced speech spectral can be estimated as:

\[
\hat{\mathbf{x}} = \tilde{\mathbf{H}} \mathbf{\beta},
\]

where \( \hat{\mathbf{X}} \) is the enhanced data, \( \hat{\mathbf{X}} = [\hat{\mathbf{x}}_1, ..., \hat{\mathbf{x}}_n, ..., \hat{\mathbf{x}}_N]^T \).

Fig. 1: The architecture of the DAELD model, which is a DDAE model using a linear regression function as the decoder.
3. EXPERIMENTS

3.1 Experimental setup

We evaluated the proposed DAELD on Aurora-4 [40] and TIMIT [41] datasets. For the Aurora-4 task, all noisy training utterances from the original Aurora-4 dataset were used to train the speech enhancement models. The training set consisted of 2676 noisy utterances that were corrupted by six types of noises (babble, car, restaurant, street, airport, and train) at SNR levels varying from 10 to 20 dB. For testing, noisy utterances (contaminated with babble and car noises) at SNR levels varying from 5 to 15 dB, were used as the test data.

For the TIMIT dataset, we used the 4620 training utterances and contaminated them by injecting 90 types of noises at eight SNR levels (from -10 dB to 25 dB with steps of 5 dB) into the clean training utterances. More specifically, each utterance was corrupted by one noise type at a particular SNR level. The testing utterances consisted of 100 randomly selected clean utterances (from the TIMIT test set) that were later contaminated with four unseen (two stationary and two non-stationary) noise types under five SNR levels (-12 dB, -6 dB, 0dB, 6dB and 12 dB) to test the enhancement performance. Both training and testing for all the experiments, we used 80-dimensional Mel frequency power spectrum (MFP) as the acoustic feature (the same as used in our previous studies [17, 39]).

We first prepared two DAELD models trained in a self-supervised learning manner, termed DAELD\textsubscript{SAE}(u) and DAELD\textsubscript{BP}(u). Both models were formed by a three-layered architecture with [1000 1000 16000] hidden nodes. For comparison, we used the same model architecture to train another two DAELD models in a supervised fashion, termed DAELD\textsubscript{SAE}(s) and DAELD\textsubscript{BP}(s). For comparison purpose, we trained a DDAE [17] using the same architecture. Please note that for DAELD\textsubscript{BP}(s) and DDAE, paired noisy-clean training data were used to calculate both encoder and decoder where the decoders for DAELD\textsubscript{BP}(s) and DDAE are linear and non-linear transformations, respectively. For DAELD\textsubscript{SAE}(s), the paired noisy-clean training data were used to calculate the linear regression function (in Eq. (2)), and encoder is still trained in a noisy-noisy self-supervised manner. Moreover, DDAE used nonlinear transformations for both encoder and decoder; the DAELD models used a nonlinear transformation for encoder and linear transformation for decoder. In addition, a traditional MMSE speech enhancement algorithm was also tested for comparison.

3.2 Objective evaluation results

We first report the objective evaluation results on the Aurora-4 task. The PESQ and STOI results are shown in Figs 2 and 3, respectively, where the average results over different SNR levels were reported. The results of unprocessed noisy speech are also listed and denoted as Noisy. From Fig. 2, we first note that supervised-learning, DAELD\textsubscript{SAE}(s) and DAELD\textsubscript{BP}(s), and unsupervised-learning, DAELD\textsubscript{SAE}(u) and DAELD\textsubscript{BP}(u), achieved improvements over Noisy and the traditional MMSE method for both Babble (a non-stationary noise) and Car (a stationary noise) conditions. Next, both DAELD\textsubscript{SAE}(s) and DAELD\textsubscript{BP}(s) outperform DDAE and MMSE systems in Babble noise, showing the effectiveness of using a linear transformation for the decoder in DAELD. Meanwhile, the unsupervised-learning methods (DAELD\textsubscript{SAE}(u) and DAELD\textsubscript{BP}(u)) can yield improved results over Noisy while slightly underperformed DDAE and the supervised-learning counterparts. For the Car noise, DAELD\textsubscript{SAE}(u) and DAELD\textsubscript{BP}(u) achieved higher performances as compared with the their supervised-learning counterparts (DAELD\textsubscript{SAE}(s) and DAELD\textsubscript{BP}(s)).

From Fig. 3, we first noted that the supervised-learning methods (DAELD\textsubscript{BP}(s), DAELD\textsubscript{SAE}(s)) achieved a significantly better speech intelligibility in both Babble and Car noise conditions as compared with unsupervised-learning counterparts and DDAE. We also noted that DAELD\textsubscript{BP}(u) and DAELD\textsubscript{SAE}(u) achieve low STOI scores while dealing with non-stationary noise environments.

For the TIMIT task, the noises used to prepare the testing data were not involved in the training set. Thus, the enhancement became more challenging since the testing noises were unseen. We listed the PESQ and STOI results Tables 1 and 2, respectively, where the average results for specific SNR levels were reported. The average PESQ and STOI scores are also listed and denoted as “Ave”. From Table 1, we can note that all of the four DAELD systems outperform
Noisy, DDAE, and MMSE in terms of average PESQ scores for both stationary and non-stationary noise types. Moreover, when comparing to DAELD_{BP}(s) and DAELD_{SAE}(s), DAELD_{BP}(u) and DAELD_{SAE}(u) achieve higher PESQ scores in the stationary noise conditions, while lower PESQ scores in the non-stationary noise conditions.

### Table 2. STOI comparison of Noisy, DDAE, MMSE and four DAELD systems under stationary and non-stationary noise conditions.

<table>
<thead>
<tr>
<th></th>
<th>12</th>
<th>6</th>
<th>0</th>
<th>-6</th>
<th>-12</th>
<th>Ave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary Noise (Car and Engine)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noisy</td>
<td>0.91</td>
<td>0.82</td>
<td>0.68</td>
<td>0.54</td>
<td>0.43</td>
<td>0.67</td>
</tr>
<tr>
<td>DDAE</td>
<td>0.81</td>
<td>0.75</td>
<td>0.65</td>
<td>0.51</td>
<td>0.37</td>
<td>0.62</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.91</td>
<td>0.82</td>
<td>0.68</td>
<td>0.53</td>
<td>0.40</td>
<td>0.67</td>
</tr>
<tr>
<td>DAELD_{BP}(s)</td>
<td>0.82</td>
<td>0.76</td>
<td>0.67</td>
<td>0.54</td>
<td>0.40</td>
<td>0.64</td>
</tr>
<tr>
<td>DAELD_{SAE}(s)</td>
<td>0.82</td>
<td>0.76</td>
<td>0.67</td>
<td>0.55</td>
<td>0.42</td>
<td>0.65</td>
</tr>
<tr>
<td>DAELD_{BP}(u)</td>
<td>0.89</td>
<td>0.81</td>
<td>0.68</td>
<td>0.54</td>
<td>0.41</td>
<td>0.67</td>
</tr>
<tr>
<td>DAELD_{SAE}(u)</td>
<td>0.88</td>
<td>0.81</td>
<td>0.69</td>
<td>0.54</td>
<td>0.41</td>
<td>0.67</td>
</tr>
<tr>
<td>Non-stationary Noise (Babble and Restaurant)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noisy</td>
<td>0.93</td>
<td>0.85</td>
<td>0.74</td>
<td>0.62</td>
<td>0.52</td>
<td>0.73</td>
</tr>
<tr>
<td>DDAE</td>
<td>0.82</td>
<td>0.78</td>
<td>0.71</td>
<td>0.61</td>
<td>0.50</td>
<td>0.68</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.92</td>
<td>0.84</td>
<td>0.73</td>
<td>0.61</td>
<td>0.50</td>
<td>0.72</td>
</tr>
<tr>
<td>DAELD_{BP}(s)</td>
<td>0.83</td>
<td>0.79</td>
<td>0.73</td>
<td>0.63</td>
<td>0.52</td>
<td>0.70</td>
</tr>
<tr>
<td>DAELD_{SAE}(s)</td>
<td>0.82</td>
<td>0.79</td>
<td>0.72</td>
<td>0.63</td>
<td>0.53</td>
<td>0.70</td>
</tr>
<tr>
<td>DAELD_{BP}(u)</td>
<td>0.90</td>
<td>0.83</td>
<td>0.73</td>
<td>0.61</td>
<td>0.50</td>
<td>0.72</td>
</tr>
<tr>
<td>DAELD_{SAE}(u)</td>
<td>0.89</td>
<td>0.83</td>
<td>0.73</td>
<td>0.61</td>
<td>0.50</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Next, from Table 2, we noted that the four DAELD models could provide comparable average STOI scores as compared to Noisy. We also noted that under low SNR conditions, such as 0, -6 and -12 SNR levels, DAELD methods are more effective as compared to DDAE and MMSE. The results from Tables 1 and 2 show that the DAELD using either BP or SAE to prepare the encoder, and trained in both supervised and unsupervised fashion, can yield notable speech quality improvements while maintain comparable speech intelligibility as compared to unprocessed noisy speech, DDAE, and MMSE speech enhancement methods.

### 3.2 Hidden layer analysis

In previous sections, we have reported the evaluation results of DAELD speech enhancement systems in terms of objective evaluation metrics. In this section, we intend to analyze the behaviors of the DAELD models BP and SAE-based encoders by visualizing the hidden layer outputs. Fig. 4 shows the hidden layer representations of a clean utterance (left panels) and its noisy version (right panels). The top two panels present the features from the SAE-based encoders; the bottom two panels show the features from the BP-based encoders. When comparing the top two panels, we note that the representations obtained by clean and noisy utterances show very similar patterns. The results showed that the SAE-based encoders can already suppress noise components from the noisy inputs. Please see the red rectangular regions in both clean and noisy utterances. We observed very similar results from the bottom two panels (please also see the red rectangular regions) in Fig. 4, thus also confirming the BP-based encoders can already suppress noise components. However, the top two and bottom two panels are very different, showing the encoders trained by BP and SAE are rather different.

### 3.3 Spectrogram analysis

Next, we present the spectrograms to visually compare the speech enhancement results obtained by DAELD and DDAE. Fig. 5 shows the spectrograms of clean utterance, its noisy version (engine noise at 0 dB SNR) (Noisy), and the DDAE and DAELD enhanced ones.

### 4. CONCLUSION

The main contribution of this study is two-fold. First, we investigated to use a linear regression function to form the decoder of the DDAE model (termed DAELD) and tested the DAELD model on two speech enhancement tasks (Aurora-4 and TIMIT). Experimental results showed that DAELD achieved comparable and sometimes even better performance in terms of PESQ and STOI as compared to DDAE, where the decoder is a nonlinear transformation. Second, we have investigated the performance of the DAELD system trained in a self-supervised learning fashion. Experimental results showed that the self-supervised trained DAELD can still achieve notable improvements over unprocessed noise and traditional MMSE method, representing a significant step toward the realization of unsupervised speech enhancement using deep learning models. In the future, we will further test DAELD’s capability in other speech-processing tasks, such as dereverberation, or multimodal (audio-visual) speech enhancement tasks.